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Abstract

This paper investigates the impact of international capital flows and other macroeconomic fundamentals on the real exchange rate for Tanzania. We employ a cointegrated vector autoregression (CVAR) and Vector Error Correction (VECM) framework of the Johansen (1988) and Juselius (1992) maximum likelihood estimation technique to assess the dynamic relationships among the real exchange rate and international capital flows such as foreign direct investment, foreign aid, and other macroeconomic fundamentals. For analysis of the short run structural VAR, we follow Sims (1986). Further, Cholesky identification restriction of the structural shocks (innovations) is employed to investigate the dynamic effects of international capital flows, foreign aid, and other macroeconomic fundamentals on the real exchange rate by analyzing the orthogonalized impulse response functions (OIRF) in the economy. The econometric results from the cointegration model revealed two long-run cointegration equations, suggesting that foreign direct investment and foreign aid have a statistically significant impact on the real exchange rate. Evidently, a 1% increase in foreign aid as a percent of GDP reduces the real effective exchange rate by 2.88%, while for foreign direct investment as a percent of GDP decreases real exchange rate by 5%—hence both appreciating the value of the currency in the economy. By analyzing the Vector Error Correction Model, the speed of adjustments are significant and have an increasing impact on the real exchange rate toward the equilibrium which are 27.76% and 29.19%, this indicates a rapid response of the real exchange rate to deviations from its fundamentals; depreciating towards its initial equilibrium. The same results are supported by the forecast from the model, indicating that there is less appreciation of the currency in the future. Also, by analyzing the impulse response functions we found that shocks are permanent in the economy. This study also used the Structural VAR model to analyze sterilization of the Tanzanian economy. We recovered the structural coefficient and found a significant impact of sterilization of the international capital flows of about 94.2% showing an almost complete sterilization in the economy. Sterilization results were comprehended by the orthogonalized impulse response functions.
INTRODUCTION

Identifying ways in which international capital flows and other fundamentals affect the real exchange rate is most important to less developed countries which face shortages of funds to meet their investment needs. International capital flows play an important role as a source of managerial expertise, capital, and technology for less developed economies. Appropriate management of the international capital flows have direct and indirect benefits such as enhancing investment and financing fiscal and current account deficits, these benefits are greater than mostly considered. In recent years, policy makers in less developed countries have been seeking efficient economic ways to attract external resources which provide low-cost financing and promote growth, and economic development (Dornbush, 1998).

As the world’s economies become more interconnected, there has been an integration of less developed countries into the global economy, an event that has been associated with a surge in international capital flows. While these international capital flows permit higher investment, growth, and finance current account deficits as indicated above, large inflows have been associated with complex macroeconomic management problems on how to manage international capital flows to maximize the benefits to the economies (Aiyer et al., 2008).

Bakardzhieva et al. (2010) and Corden (1982) argue that one of the major determinants of loss of competitiveness in the economy is international capital flows. In other words, an increase in international capital flows might lead to an appreciation of the real exchange rate which can result in affecting the external competitiveness, widening the current account deficit, and may increase vulnerability to a financial crisis.

Combes et al. (2012) illustrates that the effects of international capital flows may depend on the exchange rate regimes. For instance, with a fixed regime a rise in inflation will bring an appreciation of the exchange rate after money supply increases. However, with a flexible regime, real appreciation of the exchange rate will be due to an appreciation of the nominal exchange rate.

It is worthwhile to state that the impact of international capital flows depends on the types of expenditures each flow is spent on. When international capital flows are spent on poverty alleviation (social sector improvement), then this will likely generate increased spending on non-tradables, hence increasing the relative price of non-tradables which leads to appreciation of the real exchange rate. However, if the increase in international capital flows such as foreign direct investment (FDI) is spent on imported capital goods, then it may lead to a decrease in the price of tradables, and so less real exchange appreciation which might increase competitiveness (Barkardzhieva et al., 2010). This shows that in theory, international capital flows can cause real exchange rate
appreciation by increasing the amount of available non-tradable goods in the economy at the expense of tradable goods.

**Statement of the problem**

Recently, a large body of theory and empirical research has been devoted to identifying the effects of international capital flows since its boom in the mid-1980s (Elbadawi & Soto, 1994). However, much less systematic research has been done to investigate the macroeconomic effects of international capital flows and exchange rate using dynamic models (structural VAR and VECM) in less developed countries, especially Tanzania. The contribution of this paper lies in comprehensively examining the effects of international capital inflows and other macroeconomic fundamentals on the real exchange rate in Tanzania using dynamic models of structural VAR and Vector Error Correction models (VECM).

**Purpose of the study**

Empirical literature concerning the impact of international capital flows on the real exchange rates have been extensively done on the less developed and emerging economies of Latin America and to some extent on Asia. In Sub-Saharan Africa, most of studies have been on the foreign official transfers. These studies have been on groups of countries and some on single countries (Lartey, 2007). Different from the other studies, in this study we quantitatively investigate the strength of the relationships among international capital flows in the form of foreign aid, foreign direct investment, exchange rates, and other macroeconomic fundamentals such as terms of trade, government consumption, trade liberalization and productivity. Using Multivariate Dynamic models such as VAR and Cointegrated Vector Autoregression or VECM, we investigate whether the exchange rate is static or follows a dynamic path. This methodology of cointegration technique gives a clear picture of how the fundamentals determining the exchange rate may move permanently, and if it changes the equilibrium value.

**Research question**

Using multivariate dynamic time series analysis, this study investigates the impacts of international capital flows on the real exchange rate. The major hypotheses that are tested are:

1) Are positive effects of foreign direct investment and foreign aid being offset by exchange rate appreciation and this offsetting reduces competitiveness of the economy?
2) Do macroeconomic fundamentals lead to appreciation of the real exchange rate, which is harmful to the export sector and economic growth?; and
3) Is there a role for sterilization of international capital flows?

The study will use multivariate dynamic models, that is, structural VAR and Vector Error Correction Model to capture dynamics of the exchange rate, international capital flows and other macroeconomic fundamentals in the economy for the period of 1970 to 2009.

**Contribution of the study**

This study contributes to the empirical literature in two respects. First, it adds to the empirical literature on the impact of international capital flows and other macroeconomic fundamentals on the exchange rate with more updated empirical evidences based on a longer period of data than the previous studies. The findings of the study help to provide more insights on macroeconomic management of increased international capital flows. Second, unlike any previous researches this study applies multivariate dynamic methodology of cointegrated vector autoregression and structural VAR to provide more robust results. Other studies applied traditional methodologies such as Engle-Granger two-step procedure and others adopted static analysis.

**Limitation of the study**

This study focuses on the international capital flows and exchange rates for Tanzania. The study uses annual data and covers the 1970-2009 period. The choice of this period has been influenced by the availability of the latest published annual data and the duration of time for which data are available. The sample period is expected to provide a reasonable test of the relationships under the study when variables included in the model are restricted to be as few as can be justified.

**Structure of the study**

Section two presents the background of the Tanzanian economy. Section three presents a review of the literature and trends of the selected determinants of exchange rate for Tanzania. Section four presents the methodology and models used in the study. Section five presents the empirical analysis of the econometric results and Section six presents the study’s conclusion and discussion of the implications of the study.

**MACROECONOMIC BACKGROUND FOR TANZANIA**

In this section, we outline major macroeconomic policies and the performance of the Tanzanian economy from independence to the present. Tanzania has gone through two outstanding macroeconomic phases: pre-adjustment and reforms. The pre-adjustment phase covers the period directly after independence, 1961, with a series of external shocks
starting in the 1970s. The recovery reform phase (1986- present) covers the period of economic reforms.

**Pre-adjustment**

Right after independence, Tanzania’s economic policies were characterized by market forces up to 1967. Import substitution was the main economic policy which aimed at bringing higher growth of income. As the country was not liberalized for trade, the only form of foreign inflows was in foreign aid mostly from the socialist countries and the country followed a fixed exchange rate regime. In 1967, the country adopted the Arusha Declaration which nationalized major industries such as textiles and large farms; it also expanded the public sector a process which led to a control regime in which all resource allocations were centralized. According to Rutasitara (2004) the control regime led to administrative allocation of credit and foreign exchange which led to interest rate and exchange rate becoming less relevant as policy tools and the private sector was severely crowded out. This was a result of putting several controls on the economic instruments, such as the annual Finance and Credit Plan (1971/72) and the Foreign exchange Plan.

The control regime had the negative impacts to the economy which were shown by the weakening of the economy toward the end of the 1970s. As the government financed social infrastructure and industries, this led to large internal and external imbalances specifically on the country’s budget deficits and balance of payment crisis. Responding to a balance of payments crisis in 1986, the shilling was devalued by more than 50% (Rutasitara, 2004).

**Recovery reforms**

In 1986, Tanzania started Economic Reforms. The first reform was through the National Economic Survival Program (NESP) followed by the Structural Adjustment Program (SAP). By the end of the 1980s, the recovery reforms were termed Economic Recovery Programs, ERP I and ERP II (Nyoni, 1998).

Being assisted by international organizations such as the International Monetary Fund (IMF) and the World Bank, Economic Recovery Programs (ERP I and ERP II) became most of the successful reforms. These reforms were based on devaluation of the local currency, removing price controls, government retrenchment and opening up the economy to the global economy (trade liberalization) with the aim of attracting international capital flows in the form of foreign direct investment. Economic Recovery Program also has the aim of reducing the role of the state in the domestic economy so as to reduce the government deficit and allow the private sector to expand. On the external
side, it aimed at liberalizing the current account and capital account so as to reduce the balance of payments deficit.

**International capital flows and Exchange rate management**

Gulhati et al., (1985) argued that Tanzania, like many other Sub-Saharan countries, did not pursue a unified exchange rate policy until towards the beginning of the mid-1980s. In particular, it was not until the 1984 government budget speech that led to the devaluation of the Tanzanian shilling against the US dollar by 25.9% along with other measures to effect substantial trade liberalization in the country.

Lipumba (1991) found that the exchange rate policy that existed before 1986 had negative effects on the economy because it was overvalued. The policy discouraged exports, promoted inefficiency in resource allocation and utilization and increased profits of socially unproductive activities. It also encouraged international capital flight while exports continued to decline leading to a deficit in the trade account due to overvaluation of the shilling. This reduced the demand for Tanzania’s exports as they became expensive to potential buyers.

Trade liberalization began in 1993 when further deregulation of the exchange rate and trade regime were put in place. Export licensing and price controls were removed while the Bank of Tanzania (BoT) delegated its powers of providing foreign exchange to commercial banks, customs department and Bureaus (BoT, 1994). In 1994, the Bank of Tanzania introduced the interbank foreign exchange market with the aim of ensuring efficiency and openness in foreign exchange allocation. With this arrangement the exchange rate became relatively freely determined by market forces.

Through the above explanations, it is clearly that the main link of the Tanzanian economy to the global economy is through the current and capital account rather than the financial market. The reason is that the financial market is not yet well developed in the country, the capital market and securities authority (CMSA) started in 1994 while the Dar es Salaam stock exchange (DSE) was introduced in 1996 and started working in 1998. The international capital flows have basically been used to finance the current account, which has been in deficit for the same period¹.

---

¹Bank of Tanzania, Economic and operations report, 2010
SURVEY OF THE THEORETICAL LITERATURE

This section explains the relationship between the exchange rate and international capital flows. International capital flows are a significant component of foreign private flows that provide much of the finance needed to increase the use of existing capacity in order to stimulate new investments in less developed countries (UNDP, 2011). According to the Tanzania investment report (2009) the major components of international capital flows are foreign portfolio equity, foreign direct investment, and other investments. In this recent Tanzania investment report (2009) it has shown that international capital flows in the form of foreign direct investment accounts for more than 90% of total foreign private investment in Tanzania. The remaining percentage consists of foreign portfolio equity and other investment. Foreign portfolio equity investment has been negligible due to the restrictions on the capital account as well as the underdevelopment of the capital and securities markets in the country. There are several factors which influence international capital flows: inflation, exchange rate, uncertainty, credibility, government expenditures (budget deficits), macroeconomic stability as well as institutional and political factors (Ahlquist, 2006).

In this study, we refer to international capital flows as foreign direct investment (FDI) together with it we also use foreign aid (AID) since there are few private financial inflows such as private portfolio in Tanzania. We argue that well used foreign direct investment and foreign aid will make a major contribution to the development of the economy.

Theoretical framework of exchange rates

One of the most important determinants of a country’s relative level of economic health is the exchange rate. The exchange rate plays a vital role in a country’s level of trade, which is critical and important to most free market economies in the world. The basic objective of exchange rate policy is to ensure both external and internal balance as well as overall macroeconomic stability through maintenance of favorable external reserves, preservation of the value of the domestic currency, and price stability (Adeleke, 2006). In addition, the exchange rate level has implications for the balance of payments viability and the level of external debt. This stresses the importance of letting the exchange rate find its equilibrium level because it is only when the equilibrium exchange rate prevails then there is viability in the balance of payments position of the country (Opoku-Afari et al., 2004; Elbadawi & Soto, 1994).
According to Pilbeam (2006) real exchange rates can be categorized under two main groups which are based on purchasing power parity and a distinction between tradable and non-tradable goods. We present the theoretical framework below.

**Purchasing Power Parity**

According to Pilbeam (2006) the underlying assumption of many models incorporating exchange rates is the purchasing power parity (PPP). The PPP theory is built on the application of the law of one price which is based on perfect goods arbitrage. In other words, this argument of the law of one price states that assuming no transportation costs and other government imposed barriers of trade, identical goods will sell for the same price in two separate markets (Pilbeam, 2006). The important thing here is that there will be equalization of goods prices internationally which is brought by arbitrage once the prices of goods are measured in the same currency.

Following Pilbeam (2006) Purchasing Power Parity comes in two versions which are the absolute and relative PPP. According to the argument of the law of one price, the formal structure of the absolute Purchasing Power Parity (PPP) states that in any two countries the nominal exchange rate between the currencies is the price ratio of the two countries (Martinez-Hernandez, 2010):

\[ e_t = \frac{p_t}{p_t'} \]  

(1)

where \( e \) is the nominal exchange rate, \( p_t \) is the price of a bundle of goods expressed in the domestic currency, and \( p_t' \) is the price of an identical bundle of goods in the foreign country expressed in terms of foreign currency. Depreciation in equation (1) occurs when the domestic price rises relative to the foreign price. With the existence of transportation costs, imperfect information and the distorting effects of tariff and non-tariff barriers to trade the absolute PPP is unlikely to hold precisely. The relative (or weak) version of PPP states that the exchange rate will change by the amount of the inflation differential between two countries (Pilbeam, 2006: 127) which is expressed as:

\[ \% \Delta e_t = \% \Delta p_t - \% \Delta p_t' \]  

(2)

where, \( \% \Delta e_t \) is the percentage change in the exchange rate, \( \% \Delta p_t \) is the percentage change in domestic inflation rate and \( \% \Delta p_t' \) is the percentage change in foreign inflation rate.

To obtain the real exchange rate in the long-run, nominal exchange rate is adjusted by the ratio of the foreign price level \( (p_t') \) to the domestic price level \( (p_t) \) and expressed as:

\[ r_t = e_t \frac{p_t'}{p_t} \]  

(3)

This equation shows that when there is a decline in \( r_t \) this implies that the real exchange rate has appreciated in value.
McNown and Wallace (1989) tested PPP theory for Argentina, Brazil, Chile and Israel for the 1970s and 1980s and found support for the PPP. However, even though the theory of PPP has been found to be useful, it has several limitations and failures in its operations. Pibleam (2006) outlined some of the failures which make PPP not to hold which are, transportation costs and impediments, imperfect competitions, productivity differentials, differences between capital and goods markets, and statistical problems.

** Tradable and Non-tradable Goods**

The second category of exchange rate is based on the distinction between tradable and non-tradable goods (Pilbeam, 2006). This category shows the indicator of a country’s competitiveness level in the foreign trade through relative price of tradables and non-tradables. Internal and external equilibrium will be attained with the relative price of tradables and non-tradables assuming that economies of these countries are closely related in their relative structures of their cost differentials. Internal equilibrium presupposes that the market for non-tradables clears in the current period while the external equilibrium implies that the current account balances are compatible with long run sustainable international capital flows (Elbadawi & Soto, 1994).

According to Ahn (2009) and Pilbeam (2006) using tradable and non-tradables, real exchange rate changes can be decomposed into price changes of tradables and non-tradables. From equation (3), home and foreign consumer price indexes are geometric averages of tradables \( (p_t^T, p_t^T^\star) \) and non-tradable \( (p_t^N, p_t^N^\star) \) prices with weights \( 1 - \tau \) and \( \tau \), and \( 1 - \phi \) and \( \phi \) respectively:

\[
p_t = (p_t^T)^{1-\tau} (p_t^N) \tau \\
p_t^\star = (p_t^T^\star)^{1-\phi} (p_t^N^\star) \phi
\]  

(4)  

(5)

Transforming and log-differencing equations (3), (4), and (5) from the levels of nominal exchange rates and consumer price indexes in terms of the rate of change to obtain

\[
\hat{r}_t = \hat{e}_t + \hat{p}_t^\star - \hat{p}_t \\
\hat{p}_t = (1 - \tau)\hat{p}_t^T + \tau \hat{p}_t^N \\
\hat{p}_t^\star = (1 - \phi)\hat{p}_t^{T\star} + \phi \hat{p}_t^{N\star}
\]

(6)  

(7)  

(8)

where \( \hat{r}_t \) is the rate of change in the real exchange rate. The real exchange rate change as the sum of non-tradables and tradables price changes between countries is obtained by substituting equation (7) and (8) into equation (6) as
\[ \hat{r}_t = \hat{e}_t + (1 - \varphi)\hat{p}^{T*}_t + \varphi \hat{p}^{N*}_t - (1 - \tau)\hat{p}^T_t + \tau \hat{p}^N_t = \hat{e}_t + [\hat{p}^{T*}_t - \hat{p}^T_t] + [\varphi (\hat{p}^{N*}_t - \hat{p}^{T*}_t) - \tau (\hat{p}^N_t - \hat{p}^T_t)] = \hat{g}_t + \hat{z}_t \] (9)

where
\[ \hat{g}_t = \hat{e}_t + [\hat{p}^{T*}_t - \hat{p}^T_t] \] (10)
\[ \hat{z}_t = [\varphi (\hat{p}^{N*}_t - \hat{p}^{T*}_t) - \tau (\hat{p}^N_t - \hat{p}^T_t)] \] (11)

Equations (10) and (11) give two important components concerning the real exchange changes from tradables and non-tradable goods. The difference between countries’ tradables price changes and the sum of the spot exchange rate change is given by \( \hat{g}_t \) while the component which reflects both the relative prices of non-tradables to tradables caused by sectoral productivity differentials between countries and the differences in the tastes for tradables and non-tradables is given by \( \hat{z}_t \) (Ahn, 2009).

**The Mundell-Fleming Model**

Pilbeam (2006) showed how the Mundell-Fleming model can be used to explain changes in the exchange rate. According to the Mundell-Fleming model the exchange rate may change when fiscal and monetary policy attains internal and external balance. The two policies have different effects under different exchange rate regimes and capital mobility conditions for instance depending on the slope of the Balance of Payment schedule (BP). In the Mundell-Fleming model, an increase in income leads to an increase in imports, which is a leakage in the economy. The increase in imports will increase the current account deficit, which may lead to changes in the exchange rate depending on the exchange rate regime. For instance, with low capital mobility and a flexible exchange rate, an expansionary fiscal policy will lead to deterioration of the current account while the increase in the interest rate will improve the capital account. As the country has low capital mobility, the current account deficit will outweigh the improvement of the capital account so that the balance of payments will move into a deficit. With a floating exchange rate, the increase in income will lead to a depreciation of the exchange rate.

The Mundell-Fleming model shows a clear implication to the Tanzanian economy as the country has low capital mobility and is currently following a flexible exchange rate regime; therefore, an expansionary fiscal policy will increase in income which will lead to a deficit in the balance of payments and hence a depreciation of the exchange rate.

**Real exchange rate indices**

Interpreting real exchange rates depends on the calculations which are used to obtain the indices. The criterion used to obtain the indices is by choosing the base year which meets both internal and external equilibrium in that specific year. In this case interpretations of real exchange movements may be different if they are based on different base years. We
use real effective exchange rates defined by the PPP (measured by nominal effective exchange rate multiplied by the ratio of foreign consumer prices to domestic consumer prices (Li & Rowe, 2007) as one of the variables to determine the dynamic forces that affect the short-run disequilibrium which lead to disequilibrium in the long-run relationship.

**Survey of the Empirical Literature**

There are different methodologies which have been employed in studying the effects of international capital flows on the real exchange rate. According to the empirical literature, the link between international capital flows and the real exchange rate has been studied with sometimes conflicting results. In this section, we outline most of the empirical literature concerning the impact of international capital flows and other macroeconomic fundamentals on the real exchange rate. We first start with the studies specifically done for Tanzania, and then outline studies which have been done outside the Tanzanian economy.

Nyoni (1998) employed an Engle-Granger error correction model to examine the impact of foreign aid inflows on the real exchange rate in Tanzania, especially regarding the Dutch disease. He pointed out that a recipient country may experience undesirable consequences due to an influx of foreign aid. These undesirable effects may include appreciation of the real exchange rate which can lead to a decline in exports and manufacturing production. In his long-run model, he specified the following variables which are: foreign aid inflows, government expenditures, exchange controls and trade liberalization while in the short-run model in addition to the above, he also included nominal devaluation. Contrary to the theoretical predictions such as the Mundell-Fleming model, he found that foreign aid generates depreciation of the real exchange rate in Tanzania. That is an increase of foreign aid by 10% led to 5% depreciation in the real exchange rate. This showed absence of the Dutch disease phenomenon in the country. While this conclusion by Nyoni is contrary to the theoretical proposition that foreign aid causes real appreciation of the real exchange rate, one of the reasons given by Nyoni was that the foreign exchange market was not freely functioning, and when it will be freely functioning then foreign inflow will cause appreciation of the real exchange rate. Another argument from Nyoni (1998) and Mwachukwu (2008) was that depreciation of the real exchange rate was partly a reflection of the fact that much of the assistance was tied to imports from donors which made conditions on structural and budgetary reforms.

Using Ordinary Least Squares (OLS) estimations, Falck (1992) examined the impact of international capital flows on the real exchange rate appreciation in Tanzania. In his
study, he specified the model with the following variables: foreign aid, macropolicy policy proxied by growth of domestic credit (measured as the rate of growth of domestic credit minus lagged rate of growth of real GDP), terms of trade, rate of the nominal exchange rate and real exchange rate lagged one period. He applied OLS on the twelve different real exchange indexes for Tanzania, and applied a three-stage selection procedure to each one of them (Lartey, 2007). In his study he found that foreign aid was mostly spent on the service sector which increased upward pressure on domestic prices hence leading to real exchange appreciation.

Sackey (2001) developed an empirical model of real exchange rate with special focus on foreign aid for Ghana linking it with export performance so as to examine the impact of aid on exports. Using cointegration techniques he found that foreign aid led to depreciation of the real exchange rate though aid dependence was quite high hence there was no Dutch disease effect for the period of 1962-1996. However, Opoku-Afari et al., (2004) used Vector Autoregressive techniques and found that in the short-run foreign aid had no impact on the real exchange rate, but in the long-run all categories of international capital flows cause real exchange rate appreciation for the period of 1996-2000. However, when terms of trade were used in the model together with foreign aid, the real exchange rate depreciated. Opoku-Afari et al., (2004) gave a possible explanation for this difference in the impact of terms of trade: they argue that it may be that foreign aid inflows support production rather than consumption so that the substitution effect outweighs the income effect causing depreciation. These studies used different econometric techniques; the first used the Error Correction Model (ECM) while the second employed the Vector Autoregressive (VAR) model.

A study by Aremu (1997) and Osinubi and Amaghionyeodiwe (2010) in Nigeria showed that foreign direct investment in the form of private investment can speed up the pace of economic development of the less developed countries (LDCs). This pace can lead to satisfactory rate of growth on self-sustaining. That is, raising the standard of living of its people will enable them to move from economic stagnation to self-sustaining economic growth. In their studies, they came up with the conclusion that to reach a viable level of income in LDCs it is therefore imperative to continue attracting foreign direct investment (FDI) to LDCs.

Elbadawi and Soto (1994) employed cointegration techniques by estimating the cointegrated long-run equilibrium path between the capital flows and real exchange rate for the case of Chile. In their study, they found that foreign direct investment and long-term capital flows are cointegrated with long-term effective real exchange rate. Another interesting result was from the estimated elasticity of the volume of trade (degree of openness); this demonstrated that trade liberalization led to more depreciation of the
effective real exchange rate. The main conclusion of their study was that sustainable long-term international capital flows and foreign direct investment caused the real exchange rate over-valuation, whereas there was no impact on the short-term flows and portfolio investment. Thus, an important part of the actual appreciation of the Chilean Peso would not require counter balancing exchange rate or macroeconomic policy.

The link between foreign aid and the real exchange rate in the Francophone Countries – CFA zone was investigated in the short-run by Outtara and Strobl (2007) using 12 countries. From their study in which they used panel data techniques, they found that there was no Dutch disease. That is, an increase in foreign aid by 10% was associated with only an increase of 1% in the real exchange rate indicating that foreign aid led to depreciation of the franc. Outtara and Strobl (2007) gave an argument for this that nominal devaluation of the Francophone Countries (CFA franc) in 1994 and openness of the economy contributed to the depreciation of the real exchange rate. They recommended that due to the absence of Dutch disease these countries can continue to receive foreign aid as there will be no negative effects on the real exchange rate due to the absence of the Dutch disease.

Several studies included variables such as terms of trade, trade policy and productivity shocks to evaluate the impact of international capital flows on the real exchange rate. For instance, Edwards (1994) and Baffes et al., (1999) included policy variables. In addition to that, they included macroeconomic developments, such as devaluation hence allowing for nominal devaluation in their equilibrium equation. Other studies which provide support for the hypothesis that international capital flows lead to the real exchange rate appreciation are from Van Wijnbergen and Edwards (1989), White and Wignarja (1999) who used general to specific modeling procedure for Sri Lanka to investigate the behavior of the real exchange rate.

Foreign aid has macroeconomic potential impact to a country in terms of the real exchange rate, exports, and competitiveness. Aiyer et al., (2008) investigated the macroeconomic challenges created by surges in aid inflows for five African countries. In their study they put forward possible policy responses to increased aid in terms of absorption, which widening of the current account deficit excluding aid and spending of aid; that is widening of the fiscal deficit excluding aid. Thus, they underlined that the main issues concerning macroeconomics of aid depend on the fiscal sphere and the monetary and exchange rate sphere. Aiyer et al., (2008) and Martins (2006) gave the distinction between the two by pointing out that the central bank controls the absorption through monetary policy and sale of foreign exchange – optimal level of sterilization and
effective exchange rate, and the Government as fiscal authority controls spending – policy decisions such as how much foreign aid the government should spend, and how much it should save some of the aid resources. To conclude their study, they proposed the viable policy option that countries should spend and absorb foreign aid when received in the country, in this way more of the negative impacts associated with an influx of foreign inflows can be avoided.

Several gaps in the analysis of the impact of different types of international capital flows and macroeconomic fundamentals are revealed by the literature review concerning real exchange rate competitiveness. The empirical evidence discussed in the literature above suggests that an increase in international capital flows most often leads to real exchange rate appreciation. Furthermore, there are ambiguous and contradictory results regarding the effect of international capital flows especially in Sub-Saharan Africa. The studies do not allow for easy comparison due to the fact that single-country studies employed different definitions of the real exchange rate and different international capital flow variables. Moreover, most of the studies focused on official transfers as the main type of international capital flows. Changes in composition of the international capital flows suggest the need to incorporate measures of other international capital flows such as foreign direct investment (FDI) as an independent variable in studying the real exchange rate in Tanzania. Thus, in this study we contribute to the existing literature by investigating the impact of international capital flows to the exchange rate using structural Vector Autoregressive and a multivariate cointegration framework incorporating foreign direct investment, foreign aid together with other policy variables such as government expenditure, and productivity as independent variables. Significant variables which lead to exchange rate competitiveness will make a strong case for implementing policies which attracts international capital inflows. The policy variables are essentially fiscal and monetary policy and foreign market interventions.

**Selected determinants of the real exchange rate in Tanzania**

This section outlines several selected determinants of the real exchange rate in Tanzania. We put forward the theoretical effects of the selected determinants. Theoretical a priori will guide in the signs of the estimated coefficients which shows a proper impact on the exchange rate. The selected determinants to be discussed are foreign aid, foreign direct investment, terms of trade, government consumption and productivity in which we use real GDP per capita.

---

2Table (a) in Appendix A narrates different combinations in response to scaling up aid
**International capital flows**

Corden and Neary (1982) study the impact of international capital inflows on the real exchange rate appreciation. In their study, the real exchange rate appreciation depends on the degree of reversibility of the capital flow. In this study, we mainly use international capital flows as foreign direct investment (FDI) as it is the one which mostly dominates the private inflows for Tanzania, and is less likely to be reversible, together with it we use foreign aid inflows (AID). This is useful to show how different measures of international capital flows impact the real exchange rate for policy analysis.

**Foreign aid (AID)**

Foreign aid inflows are claimed to augment domestic resources, this scenario tends to advocate that the process leaves the economy as a whole, better off. It is on this argument that foreign aid becomes an important source of resources to LDCs. However, another argument is that, the macroeconomic impact of foreign aid will depend on how the country spends the resources which largely depends on the policy responses of the fiscal and monetary authorities on how to manage the real exchange rate (Powell et al., 2005). The concern of many countries has been the impact of aid on the real exchange rate, and hence on the competitiveness of the export goods. Foreign aid will increase aggregate demand when used to finance government deficit, which increases prices and income the process which may lead to real exchange appreciation. This concern of increase inflation has raised several questions on how to manage the foreign inflows. Powell et al., (2005) have put forward two concepts on how to manage foreign aid inflows in LDCs which are absorption and spending of the foreign aid inflows to increase the aggregate demand. In this case, coordination between absorption and spending is necessary; for instance when the country receives foreign aid inflows the government should decide how much to spend domestically using local currency and the central bank should decide how much of the foreign aid related foreign exchange rate to sell on the market (Tareq, 2007).

The analysis of the foreign aid effect centers on two parts, the first is on expanding non-tradable services and the second is on the tradable services. Non-tradable services involve spending on health care, construction, and education. Government spending on the non-tradable sector will generate excess demand which will increase wages in the non-traded sector, this case will lead to a movement of labor from the traded sector assuming that supply side of skilled labor is fixed. An increase in wages will raise the price of non-traded goods relative to traded goods the process which hurts the tradable sector and reduces competitiveness of traded goods in the economy (Corden & Neary, 1982).
The second effect is when foreign aid is used on the tradable sector such as used to import capital goods, and foreign consultants etc. in addition to that when supply side factors are not limited for instance unskilled labor. The use of foreign aid on the traded sector will lead to a less likely of wages and prices to increase which means less likely the real exchange rate will appreciate (Berg et al., 2005).

In this study, foreign aid (AID) comprises aid grants and loans. Figure 2 illustrates the evolution of foreign aid in log values from 1970-2009. Figure 1 below shows a declining trend of foreign aid starting in 1990 up to 2000 and thereafter the international donor community increased foreign aid. The declining trend was partly due to the economic recession that affected several donors in the early 1990s and concerns about the effectiveness of aid in achieving the desired outcome, such as policy reform, economic growth and poverty reduction. While the increasing of foreign aid was partly due to the United Nations Millennium Declaration which made different countries increase promises of financing developing countries (Powell et al., 2005; Martins, 2006).

![Figure 1. Foreign Aid (AID) in Log Values](image)

Source: IMF World Bank Outlook and Global Development Finance

**Foreign direct investment**

Lartey (2007) using panel data of 16 Sub-Saharan African countries found that foreign direct investment (FDI) causes the real exchange rate to appreciate but to a lesser extent compared with foreign aid inflows. Thus, FDI termed to be more stable flow when is not immediately reversible.

The less effect of foreign direct investment on the real exchange rate is that foreign direct investment is intermediated through the local banking system and hence might lead to less credit and money expansion (Tanzania Investment Report, 2009). Another important factor is that in less developed countries, FDI is mostly related to investment in imported
machinery and equipment. The imports of machinery and equipment do not suffer from constraints in local supply capacity and hence have almost no effect on the real exchange appreciation. Furthermore, the spillover effects of FDI may improve local productive capacity through an increase in physical capital formation, transfer of technology, higher competitive efficiency and managerial know-how (Aremu, 1997). Figure 2 illustrates the evolution of foreign direct investment as a percent of GDP from 1970-2009. The figure shows that there has been increase and decline of foreign direct investment, the highest increase started in 2001 after the government put good measures to the economy to attract external resources, however the recent financial crisis had led to a decline in the foreign direct investment to some extent.

![Figure 2. FOREIGN DIRECT INVESTMENT (FDI)](chart)

*Source: IMF World Bank Outlook and Global Development Finance*

**Terms of Trade**

Tanzania’s exports are largely dominated by primary agricultural products whose demand in the world market has fallen overtime. Terms of trade captures the influence of external demand and supply factors in the traded sector. Terms of trade are the price of exports in terms of imports. An increase in the relative price of exports relative to imports induces contraction of the non-traded goods sector and encourages labor flows to the export sector (Opoku-Afari et al., 2004). This process of an increase in income leads to more spending on all products, which increase prices of non-tradables – the effect
known as the income effect. The income effect will lead to the real exchange appreciation, but will not happen only if there is a substitution effect from domestic goods to foreign goods in which the real exchange rate may depreciate (Li & Rowe, 2007). Therefore, shock to the external terms of trade may elicit the real exchange movements. Figure 3 illustrates the evolution of terms of trade from 1987-2009 which shows that terms of trade have been declining since 1987 and thereafter started to increase in 2005.

![Figure 3. Terms of Trade (in log values)](source)

**Government consumption (expenditure)**

The effect of Government expenditure on the real exchange rate depends much on how the inflows are spent. When the Government increases spending on the non-tradable goods this will increase the relative prices of the non-tradable goods. As the non-tradable component of the consumer price is large, an increase in non-tradable goods will increase inflation which will likely lead to the real exchange rate appreciation and hence a reduction in competitiveness of traded goods in the economy (Bakardzhieva et al., 2010). However, if the inflows are spent on the traded sector, this will lead to an increase of demand for imports – a process which leads to current account deficit. In order to maintain the external equilibrium in the balance of payments the real exchange rate will depreciate – a process which leads to competitiveness of traded goods in the economy. Comparing the two effects, most of studies have shown that inflows used to increase Government expenditure are biased toward the non-tradable sector in which it is mostly likely to observe an appreciation of the real exchange rate (Bakardzhieva et al., 2010). Figure 4 illustrates the evolution of government expenditure as a percent of GDP from
1970-2009. The Tanzanian government expenditure has been increasing since 1986 which was a period of structural adjustment recovery of reforms.

![Graph showing government policy (in log values) from 1970 to 2009. The graph indicates an upward trend in government expenditure starting from 1986.](image)

**FIGURE 4. GOVERNMENT POLICY (IN LOG VALUES)**

*Source: Bureau of Statistics, and Ministry of Finance—Treasury*

**Productivity**

Differences in technological progress can affect the real exchange rate. Furthermore, technological progress is more likely to take place in the traded relative to the non-traded sector of the economy. This effect is explained by the Balassa-Samuelson effect which is the most known explanation for the real exchange rate changes. The Balassa-Samuelson effect assumes that productivity gains in the tradable goods sector are greater than productivity gains in the non-tradable sectors. This assumption postulates that when productivity in the traded sector goods increases then it will lead to an increase in wages in both the tradable and non-tradable sectors within a country (Li & Rowe, 2007). Since prices in tradable sectors are internationally determined and homogeneous across countries, then considering the Balassa-Samuelson effect, higher productivity will lead to an appreciation of the Tanzanian shilling (Li & Rowe, 2007). In this study, we follow Bakardzhieva et al., (2010) and use real GDP per capita as a proxy for the productivity effect. Bakardzhieva et al., (2010) argued that using the GDP per capita as a proxy for productivity, aims at using the methodology which postulates that countries which experience a real appreciation in their currencies have higher per capita incomes. Figure 5 illustrates the evolution of real GDP per capita from 1970-2009 which shows that since 1994 the real GDP per capita has been increasing.
Edwards (1989) found that the real exchange rate is determined by real variables in the long-run. Those changes in the real exchange rate may be due to changes in the fundamentals such as international capital flows, terms of trade, trade liberalization (openness), government consumption, and productivity. In this study, the real exchange rate RER is defined as nominal effective exchange rate (NEER) multiplied by the ratio of foreign price (consumer price index of Tanzania’s trading partners) and domestic price (consumer price index for Tanzania). This implies that an increase in the real exchange rate is depreciation, and a fall is appreciation of the value of the currency. Therefore, appreciations and depreciations of the real exchange rate relative to the equilibrium value signals a loss or gain in competitiveness.

\[
RER = NEER * \left[ \frac{CPI_f}{CPI_d} \right]
\]  

(12)

where, \( CPI_f \) is Consumer price index of Tanzania’s trading partners and \( CPI_d \) is Tanzania’s consumer price index. This definition is made in line with purchasing power parity. Figure 6 illustrates the evolution of real effective exchange rate from 1970-2009. Since the structural adjustment in 1986, the exchange rate has been showing competitiveness in the economy, which is depreciating.

---

3The REER is based on nominal exchange rates and consumer prices (CPI). Lack of data prevents supplementing the indices as the ratio between non-tradables and tradable prices.
Summary of the Section

This section has shown that there are different theories and empirical studies which explain international capital flows. From the empirical findings, these findings these studies arrive at different conclusions, due partly to the information sets included and partly to some methodological differences. From the above findings, the studies showed that most of the studies dealt with few variables as the main determinant of exchange rate. This study contributes to the existing knowledge, adding to the empirical literature the impact of international capital flows and other macroeconomic fundamentals on the exchange rate with more updated empirical evidences based on a longer period of data than the previous studies. The findings of the study help to provide more insights on macroeconomic management of increased international capital flows. Second, different from other studies, this study applies multivariate dynamic methodology of cointegrated VAR and structural VAR to provide more robust results. Other studies applied traditional methodologies in which they adopted Engle-Granger methodology and some static analysis. Using multivariate dynamic system of cointegration we will see clearly if the country should continue to attract more external resources whether the economy goes back to the equilibrium depending on the speed of adjustment coefficients. Speeds of
adjustments are very important because they show if the economy is taken away or goes back to the equilibrium after several shocks.

**METHODOLOGY**

**Data**

This study uses annual data from 1970 to 2009 as monthly and quarterly data for most of the variables used. We first investigate the data for several descriptive statistics and stationarity to see whether the data are likely to be integrated of order one, which is I (1) process. A VAR model is used when we find no cointegration among the variables, otherwise Cointegrated Vector Autoregressive (CVAR) model or Vector Error Correction Model (VECM) is used. We formulate a VAR model in 5 endogenous variables: real effective exchange rate (reer), real GDP per capita (rgdpcap) as a percent of GDP, foreign aid (aid) as a percent of real GDP, foreign direct investment (fdi) as a percent of real GDP, government consumption (gcons) as a percent of real GDP and we follow Hendry and Juselius (2001) to introduce a dummy for exogenous variable (dum) for the 1986 structural adjustment programs. All variables are in logarithms, except for dummy variable and foreign direct investment which has negative values.

Data were obtained from several institutions which are: International Financial Statistics (IFS), International Monetary Fund (IMF), World Bank, World Development Indicators (WDI), Ministry of Finance, Bureau of Statistics (BoS) and Bank of Tanzania (BoT). One challenge we faced in conducting this study is the availability and length of the time series data for the region. This restricts this study to a parsimonious model of only a few variables.

**Measurement of interdependence**

There are different methodologies which have been given through the literature on how to measure various aspects of interdependence. As Less Developed Countries (LDCs) become more connected to the global economy, there has been a substantial interest in issues of financial and economic interdependence, especially regarding the flow of international capital. International capital flows link financial and economic development in one country to other countries. Greater economic integration or globalization through international capital flows will lead to greater international transmission of developments in one country and hence generate greater economic interdependence (Willett et al., 2011). In this part, we present a summary of descriptive statistics and simple correlation statistics of the relationship between the determinants of the exchange rate. In the other following sections we present the multiple variable analyses, specifically the VECM and VAR models.
Summary of Descriptive statistics

TABLE I. SUMMARY OF DESCRIPTIVE STATISTICS FOR RER MODEL (Sample: 1970-2009)

<table>
<thead>
<tr>
<th></th>
<th>FDI</th>
<th>L_AID</th>
<th>L_GCONS</th>
<th>L_REER</th>
<th>L_RGDPCAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.913</td>
<td>1.195</td>
<td>2.824</td>
<td>4.055</td>
<td>5.580</td>
</tr>
<tr>
<td>Median</td>
<td>0.162</td>
<td>1.208</td>
<td>2.787</td>
<td>4.272</td>
<td>5.558</td>
</tr>
<tr>
<td>Maximum</td>
<td>9.356</td>
<td>1.482</td>
<td>3.261</td>
<td>4.701</td>
<td>5.928</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>2.595</td>
<td>0.171</td>
<td>0.227</td>
<td>0.551</td>
<td>0.117</td>
</tr>
<tr>
<td>Skewness</td>
<td>1.318</td>
<td>-0.129</td>
<td>0.178</td>
<td>-0.402</td>
<td>1.357</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>3.869</td>
<td>1.778</td>
<td>2.153</td>
<td>1.749</td>
<td>4.381</td>
</tr>
<tr>
<td>Probability</td>
<td>0.001</td>
<td>0.272</td>
<td>0.495</td>
<td>0.158</td>
<td>0.0004</td>
</tr>
<tr>
<td>Observations</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
</tbody>
</table>

Where,

L_REER is the log of real effective exchange rate, L_GCONS is the log of Government Consumption, FDI is Foreign Direct Investment, L_RGDPCAP is the log of productivity, and L_AID is log of Foreign aid.

Correlations

TABLE II. SUMMARY OF CORRELATIONS AMONG THE VARIABLES

<table>
<thead>
<tr>
<th></th>
<th>L_AID</th>
<th>L_REER</th>
<th>L_RGDPCAP</th>
<th>L_GCONS</th>
<th>FDI</th>
</tr>
</thead>
<tbody>
<tr>
<td>L_AID</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L_REER</td>
<td>-0.631</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L_RGDPCAP</td>
<td>-0.162</td>
<td>0.180</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L_GCONS</td>
<td>-0.369</td>
<td>0.629</td>
<td>0.593</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>FDI</td>
<td>-0.753</td>
<td>0.557</td>
<td>0.047</td>
<td>0.301</td>
<td>1</td>
</tr>
</tbody>
</table>

In summary, the initial inspection of the variables suggests that data has small correlations as there is no perfect correlation or higher correlations than one. These correlations show how the series co-move with each other, which provides an intuitive overview and for more complicated analysis, it also serves as a good benchmark in analyzing correlations.

Analysis of Stationarity and Cointegration Relationships

In time series analysis, when the means and variances of a series remain constant over time then a series is said to be stationary. A stationary series tends to constantly return to its mean value, hence the effects of shocks is only transient (Enders, 2010). Thus following (Enders 2010) a series \( y_t \) is (covariance) stationary of the process if it has

a) a constant mean, \( E(y_t) = E(y_{t-s}) = \mu \)
b) a constant, finite variance, $\text{var}(y_t) = \text{var}(y_{t-s}) = \sigma_y^2$ and

c) a finite covariance, $\text{cov}(y_t, y_{t-s}) = \text{cov}(y_{t-j}, y_{t-j-s}) = \gamma_s$

Time series data that do not satisfy the above criteria are said to be non-stationary. The difference between stationary and non-stationary series can be explained by using a simple AR(1) model of the form:

$$y_t = \alpha + \rho y_{t-1} + u_t$$

(13)

Obtaining $|\rho| < 1$ shows that the series is stationary while non-stationary series is the one in which we have $|\rho| \geq 1$ (Adam, 1992)4. If a series can be differenced $d$ times then in is termed to be integrated of order $d$, this implies that it is stationary after differencing it $d$ times and is denoted as $x_t = I(d)$. Applying the above analysis when one obtains $I(0)$ from the series this means that the series is stationary. However, in general most non-stationary series are $I(1)$ or $I(2)$ (Adam, 1992).

**Testing for unit roots and causality**

Unit root theory is the cornerstone to the methodology used for testing the stationarity or non-stationary of a time series. The Box-Jenkins (1976) strategy for analyzing non-stationary process requires differencing of the series so as to transform the process into a stationary series. The strategy has three stages, identification, estimation and diagnostic checking and hence forecasting (Enders, 2010). One of the major drawbacks of the Box-Jenkins methodology is that all series must be stationary to obtain meaningful results. The method is still used, however, the development of unit root theory and testing by Dickey and Fuller (1988) and subsequent theory of co-integration by Johansen and Juselius (1988, 1992) has meant a non-stationary series can be analyzed in a co-integrated framework. The co-integration frameworks address the major drawback of Box-Jenkins methodology.

To avoid spurious relationship, investigating the order of stationarity should be the first step in the test for co-integration in time series analysis. Following section 4.3 above, to avoid spurious regression results, a unit root analysis will first be used to test for stationarity of the time series data used in this study. With that respect, this study uses Augmented-Dickey Fuller (ADF) and Phillips-Perron (PP) unit root tests to test for stationarity of the data.

**Specification of the Models**

The models we use in this study are the multivariate dynamic time series models which are the cointegration vector autoregression (CVAR) and the VAR models. The empirical

---

4 If $\rho=1$ then the series is pure random walk variable.
models that are informed by the literature as well as data availability are of the following functional regression model:

\[ \text{RER} = (\text{international capital flows i.e. foreign aid and foreign direct investment, Terms of Trade, Productivity, Trade Openness, Government consumption}) \]

Theoretically each of the variables in the above empirical model specification has pronounced impact on the real exchange rate. However, a priori it is not certain to know the expected theoretical sign of the explanatory variables. But most of the empirical studies we outlined in this study showed that international capital flows leads to appreciation of the real exchange rate. Thus, an increase in aid is expected to lead to a less depreciation of the real exchange rate, an increase in foreign direct investment will lead to less depreciation of the real exchange rate, while the effect of government expenditure depends much on the consumption of the non-tradable and tradable goods, with a negative sign indicating that the government is consuming more of non-tradable goods against the tradable goods – an appreciation of the real exchange rate while a positive sign is an indication of consuming more of traded goods compared to the non-traded goods – a less appreciation of the real exchange rate. Productivity (real GDP per capita) is expected to cause appreciation of the real exchange rate due to the fact that high wages (income) will lead to an increase in prices, i.e. income effect outweighs substitution effect (Li & Rowe, 2007; Opoku-Afari et al., 2004).

**Cointegrated Vector Autoregression Model CVAR (or VECM)**

Economic theory does not provide much guidance on the lag order of the system. In this case, before estimating a CVAR model with associated cointegrating vector we will select optimal lag length using an unrestricted VAR model. Engle and Granger (1987) provided the original definition of cointegration as a single equation. The procedure has several disadvantages such as the choice of independent variables in the two-step procedure and how to detect the number of cointegration equations when a model has more than two variables (Enders, 2010). This approach has subsequently been surpassed by the system of equations advocated by Johansen and Juselius (1988, 1992).

To address the Engle and Granger (1987) problem, we use the Johansen (1988) and Juselius (1992) maximum likelihood estimation techniques for a multivariate approach to cointegration to estimate the long-term determinants of real exchange rate. Maximum likelihood estimation framework is the most appropriate because it allows for feedback effects to take place among the variables in the model. It is achieved using the Vector Autoregressive (VAR) system of dynamic equations which uses minimal assumptions to that examine the inter-relationships between economic variables about the underlying
structure of the economy. Therefore, the cointegration technique gives a clear picture of how the fundamentals determining the real exchange rate may move permanently, thus altering equilibrium value.

In its general form, the Johansen (1988) and Juselius (1992) methodology takes its starting point from the unrestricted vector autoregression (VAR) of order \( p \) given by

\[
x_t = \mu + A_1 x_{t-1} + \cdots + A_p x_{t-p} + \epsilon_t
\]

where \( x_t \) is an \( n \times 1 \) matrix of variables that are integrated of order one, \( I(1) \) and \( \epsilon_t \) is an \( n \times 1 \) vector of innovations, \( \mu \) is the matrix of deterministic terms and \( p \) is the lag length. A VAR(2) model in matrix form is given as (Enders, 2010: 385)

\[
x_t = \mu + A_1 x_{t-1} + A_2 x_{t-2} + \epsilon_t
\]

This VAR(2) can be reparameterized to form the vector error correction model, VECM (CVAR) specification by adding and subtracting the following on the right hand side (RH)

\[
\begin{bmatrix}
a_{2,11} & \ldots & a_{2,1k} \\
\vdots & \ddots & \vdots \\
a_{2,k1} & \ldots & a_{2,kk}
\end{bmatrix}
\begin{bmatrix}
x_{t-1} \\
x_{t-2} \\
\end{bmatrix}
\]

and rearranging we have

\[
\begin{bmatrix}
a_{2,11} & \ldots & a_{2,1k} \\
\vdots & \ddots & \vdots \\
a_{2,k1} & \ldots & a_{2,kk}
\end{bmatrix}
\begin{bmatrix}
x_{t-1} \\
x_{t-2} \\
\end{bmatrix} = \begin{bmatrix}
\Delta x_t \\
\Delta x_{t-1} \\
\end{bmatrix}
\]

and writing in matrix notation we have

\[
\Delta x_t = -(1 - A_1 - A_2) x_{t-1} - A_2 \Delta x_{t-1} + \mu_t
\]

where \( \Pi = (1 - A_1 - A_2) \)
This VAR (16) can be reparameterized to form the vector error correction model (VECM) specification as follows:

\[ \Delta x_t = -\Pi x_{t-1} + \sum_{i=1}^{p-1} \Gamma_i \Delta x_{t-i} + D_t + \mu_t \]  

(17)

where

\[ \Gamma_i = -\sum_{j=i+1}^{p} A_j \]

and \( \Pi = (1 - A_1 - A_2 - \cdots - A_p) \) while a negative and significance coefficient of the error correction term, ECT indicates that any short-term fluctuations between the independent variables and the dependent variable will give rise to stable long-run relationship between the variables (Rousseau & Wachtel, 1998). \( x_t \) is a nx1 vector of endogenous variables, which is \( x_t = [l_reer l_gcons l_aid l_rgdcap l_tot fdi]' \) and the existence of \( r \) cointegrating relationships is given by the following hypothesis

\[ H(r): \Pi = a\beta' \]  

(18)

where \( \Pi \) is an \( n \times n \) matrix, \( a \) is an \( n \times r \) matrix of the speed of adjustment to equilibrium, values of \( a \) close to zero imply slow convergence and \( \beta \) is also an \( n \times r \) matrix of long-run coefficients which determines the cointegration relationships among the variables. The differenced variables in the form of \( \Delta \) are I(0) and stationary and are used to capture short-run dynamics while the inclusion of \( D_t \) assists in capturing deterministic components, such as constant, trend, and dummies. Specifying the model as in equation (17) implies that the system contains information on both long-run and short-run adjustment to changes in \( x_t \) through the estimates of \( \Gamma_i \) and \( \Pi \) respectively (Harris, 1995).

If the rank (\( \Pi \)) has full rank \( k \), then all the variables in the system are stationary, estimating with the VECM, the Level VAR, and unrestricted OLS will give identical results. If the rank (\( \Pi \)) is 0, there are no cointegrating variables, all rows are linearly dependent, and the system is non-stationary. In this case all the variables need to be differenced so as to remove non-stationarity in the series then standard inferences can be applied. Existence of cointegration in the system is obtained when the rank (\( r \)) of the matrix \( \Pi \) has been detected. This means that if \( \Pi \) has the reduced rank \( 0 < r < n \), then statistically it is said that there exists \( n \times r \) matrices \( a \) and \( \beta \) each with rank \( r \) such that \( \Pi = a\beta' \) and \( \beta'x_t \) is I(0).
If cointegration has been detected between the series then it is known that there exists a long-term equilibrium between them so I will apply a VECM or CVAR model in order to evaluate the short run properties of the cointegrated series. That is in theory the model will have Granger representation because when X and Y series are cointegrated then there must exist Granger causality in at least one direction, which is either X must Granger cause Y or Y must Granger cause X (or both) (Sims et al., 1990). In case of no cointegration a VECM is no longer required and we will directly proceed to Granger causality tests to establish causal links between the variables and use the structural vector autoregression (SVAR) model in differenced form of the variables.

**Structural Vector Autoregression (SVAR) model**

Disagreements by economists on the true structure of the economy have led to an increase in popularity of the structural VAR models in recent years (Keating, 1992). To obtain the coefficients of the structural VAR, a reduced VAR model is used which uses an Ordinary least square methodology. Coefficients from the reduced VAR are used to recover coefficients of the structural VAR model so as to analyze the true economy. Following the methodology, the VAR model captures dynamic relationships among variables of interest and has comparatively higher predictive power than single equation specifications. This model is employed to investigate sterilization in the Tanzanian economy.

We follow the structural VAR approach by Bernanke (1986), Blanchard and Watson (1986), Sims (1986), Enders (2010) and Keating (1992) for a contemporaneous structural VAR model. We use orthogonal restriction (Cholesky) to analyze the dynamic impact of structural innovations.

**Contemporaneous structural VAR model**


\[
\begin{bmatrix}
1 \\ \theta_{12} \\
\theta_{21} \\ 1
\end{bmatrix}
\begin{bmatrix}
y_t \\
w_t
\end{bmatrix}
= 
\begin{bmatrix}
\theta_{10} \\
\theta_{20}
\end{bmatrix}
+ 
\begin{bmatrix}
\varphi_{11} & \varphi_{12} \\
\varphi_{21} & \varphi_{22}
\end{bmatrix}
\begin{bmatrix}
y_{t-1} \\
w_{t-1}
\end{bmatrix}
+ 
\begin{bmatrix}
\mu_{yt} \\
\mu_{wt}
\end{bmatrix}
\]

(19)

Or\[Zx_t = \tau_0 + \tau_1 x_{t-1} + \varepsilon_t \]

(20)

where \(y_t\) and \(w_t\) are endogenous variables such that \(y_t\) has contemporaneous effect on \(w_t\) at the same time \(w_t\) has contemporaneous effect on \(y_t\). \(\theta_{12}\) and \(\theta_{21}\) are the structural parameters on the contemporaneous endogenous variables which are to be recovered from the reduced model, (the sterilization coefficients). \(y_{t-1}\) and \(w_{t-1}\) are the exogenous variables in the model while \(\mu_{yt}\) and \(\mu_{wt}\) are the structural innovations.
To obtain the reduced form from the structural VAR one should pre-multiply equation (20) by $Z^{-1}$ on the structural VAR as;

$$x_t = Z^{-1}r_0 + Z^{-1}r_1x_{t-1} + Z^{-1}\varepsilon_t$$  \hspace{1cm} (21)

Such that $x_t = K_0 + K_1x_{t-1} + e_t$  \hspace{1cm} (22)

To estimate the reduced VAR model, Sims (1980) proposed a way to identify the structural VAR model – the recursive system (orthogonal and Cholesky restriction) which imposes a restriction on the primitive system (the SVAR). Using the recursive system, estimated reduced form residuals are linked to structural innovations through the relationship $Z\varepsilon_t = \varepsilon_t$, where $e_t$ and $\varepsilon_t$ corresponds to the reduced form and structural innovations respectively. Here zero restrictions on $Z$ are investigated to obtain an identified structural VAR. SVAR models concern themselves only with modeling the unexpected changes in $x_t$ (Keating, 1992).

**EMPIRICAL ANALYSIS**

This Section presents results from the different models estimated using methodologies in Section 4, and theoretical and empirical findings from Section 3. It also gives an analysis of the results in depth.

**Unit root tests**

We now present unit root tests using the Augmented Dickey-Fuller and Phillips-Perron tests to show the order of integration of the variables, this are presented in Table III below.

<table>
<thead>
<tr>
<th>Variables</th>
<th>without trend</th>
<th>trend</th>
<th>without trend</th>
<th>trend</th>
<th>lags</th>
</tr>
</thead>
<tbody>
<tr>
<td>fdi</td>
<td>-1.5547</td>
<td>-3.1228</td>
<td>-2.1634</td>
<td>-3.1623</td>
<td>3</td>
</tr>
<tr>
<td>l_gcons</td>
<td>-2.1526</td>
<td>-3.7163**</td>
<td>-2.0725</td>
<td>-3.7271**</td>
<td>3</td>
</tr>
<tr>
<td>l_aid</td>
<td>-1.4693</td>
<td>-3.0985</td>
<td>-1.4707</td>
<td>-2.3423</td>
<td>2</td>
</tr>
<tr>
<td>l_reer</td>
<td>-1.6054</td>
<td>-2.7108</td>
<td>-1.1746</td>
<td>-2.0913</td>
<td>2</td>
</tr>
<tr>
<td>l_rgdpcap</td>
<td>0.7379</td>
<td>0.1446</td>
<td>0.7863</td>
<td>0.2992</td>
<td>2</td>
</tr>
<tr>
<td>l_tot</td>
<td>-0.627</td>
<td>-0.957</td>
<td>-4.981**</td>
<td>-3.900**</td>
<td>3</td>
</tr>
<tr>
<td>nfa</td>
<td>-0.156</td>
<td>-0.074</td>
<td>7.545</td>
<td>4.345</td>
<td>3</td>
</tr>
<tr>
<td>nda</td>
<td>-0.084</td>
<td>-3.314</td>
<td>-1.263</td>
<td>-3.325</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>1st Difference</th>
<th>without trend</th>
<th>trend</th>
<th>without trend</th>
<th>trend</th>
<th>lags</th>
</tr>
</thead>
<tbody>
<tr>
<td>d(l_aid)</td>
<td>-5.9724**</td>
<td>-6.0539**</td>
<td>-5.1596**</td>
<td>-5.1169**</td>
<td>2</td>
</tr>
<tr>
<td>d(l_reer)</td>
<td>-3.4208**</td>
<td>-3.6387</td>
<td>-3.4711**</td>
<td>-3.4217</td>
<td>2</td>
</tr>
</tbody>
</table>
The null hypothesis is rejected at 5% level (**).

The results of ADF and PP tests show that we cannot reject the null hypothesis that the series of interest have a unit root at a level of significance of 5%. However, according to the Phillips-Perron test log of terms of trade (l_tot) is stationary in levels while log of government consumption is stationary at levels using ADF and PP with trend. Testing unit roots of all variables at first difference shows that all variables are stationary which means that the variables are integrated of order one i.e. I(1) process. We can conclude that the standard regression model is not appropriate in examining the relationship between the real exchange rate and the fundamentals. Instead, we will use cointegration techniques to uncover the relationships.

**Choice of lag length**

Testing for cointegration vectors using the Johansen (1988) and Juselius (1992) test statistics implies that the values of the vector of the parameters are sensitive to the choice of the lag length (p). Therefore, to estimate the VEC model for inferential and interpretive purposes it requires the selection of the most appropriate number of lags in the model. In this study we specified the optimal lag length according to different information criteria using initial VAR model in levels that takes into account the sensitivity of lag length. This process is a statistical test and determines the number of variables to be included in the model; in addition economic theory in using VAR model was employed. Below is Table IV which gives results of order selection criteria.

<table>
<thead>
<tr>
<th>Lag</th>
<th>Likelihood Ratio</th>
<th>Final Prediction AIC Error</th>
<th>Hannan-Quinn SBIC Information criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>NA</td>
<td>8.9e+32</td>
<td>90.0546 90.1314 90.2723</td>
</tr>
<tr>
<td>1</td>
<td>349.95</td>
<td>2.7e+29</td>
<td>81.9478 82.4082 83.2539*</td>
</tr>
<tr>
<td>2</td>
<td>73.158</td>
<td>1.6e+29</td>
<td>81.3219 82.1661 83.7165</td>
</tr>
<tr>
<td>3</td>
<td>677.781*</td>
<td>1.2e+29*</td>
<td>80.8413* 82.0692* 84.3244</td>
</tr>
</tbody>
</table>

An asterisk indicates lag order selected by the criterion.

As can be seen from the result presented in table IV, the lag length which is suggested by the criteria is the lag length of p=3 from the VAR model, this is according to the likelihood ratio (LR), final prediction error (FP), Akaike information criteria (AIC) and Hanna-Quinn (HQIC). Lag one is only chosen by Schwartz information criteria (SBIC). The disagreement between the criteria reflects the different ways in which they punish the extra lag. The lag length of p=3 is used to determine rank (r) of cointegrated vectors in the cointegration test, while p-1 lags are used in estimating the Cointegrated VAR or VEC.
model. However, it should be noted that tests used for lag length are only valid under assumptions of correctly specified model, because adding too many lags can be harmful, that is over parameterization of the model. Other misspecification tests are often needed until a satisfactory model specification is achieved.

5.3 Johansen Cointegration test results

Given the specified lag length, we use the Johansen (1988) and Juselius (1992) – JJ procedure to test for cointegration among the variables in the model. The JJ method is preferred mainly because it is able to detect more than one cointegration relationship as opposed to the Engle-Granger approach. Furthermore, since the JJ method relies on the relationship between the rank of the matrix and its characteristic roots it is more suited for a multivariate system (Verbeek, 1997). In the trace statistic test, the null hypothesis is that the number of cointegration vectors is less or equal to \( r = 0 \) to \( n \). The maximum eigenvalue statistic tests that the number of distinct cointegration vectors is \( m \) against the alternative of \( m+1 \) cointegrating vectors. In the event trace and maximum eigenvalue statistics yield different results, then the result of trace test should be preferred (Alexander 2001). The existence of cointegration implies that Granger causality must exist in at least one direction between the real effective exchange rate and fundamentals. Table V presents the Johansen and Juselius (JJ) cointegration tests.

<table>
<thead>
<tr>
<th>Hypothesized No. of Cointegration equations</th>
<th>Unrestricted intercepts and no trends, order of the VAR = 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null</td>
<td>Alternative</td>
</tr>
<tr>
<td>------</td>
<td>-------------</td>
</tr>
<tr>
<td>( r = 0 )</td>
<td>( r = 1 )</td>
</tr>
<tr>
<td>( r \leq 1 )</td>
<td>( r = 2 )</td>
</tr>
<tr>
<td>( r \leq 2 )</td>
<td>( r = 3 )</td>
</tr>
<tr>
<td>( r \leq 3 )</td>
<td>( r = 4 )</td>
</tr>
<tr>
<td>Null</td>
<td>Alternative</td>
</tr>
<tr>
<td>------</td>
<td>-------------</td>
</tr>
<tr>
<td>( r = 0 )</td>
<td>( r = 1 )</td>
</tr>
<tr>
<td>( r \leq 1 )</td>
<td>( r = 2 )</td>
</tr>
<tr>
<td>( r \leq 2 )</td>
<td>( r = 3 )</td>
</tr>
<tr>
<td>( r \leq 3 )</td>
<td>( r = 4 )</td>
</tr>
</tbody>
</table>

Note: * denotes rejection of the null at the 5% level of significance.
**MacKinon-Haug-Michelis (1999) p-values
Typically, finding the rank of $\Pi$ in the system is taken as evidence of cointegration. Presence of cointegration between the variables suggests a long-term relationship among the variables. Both the trace and the maximum eigenvalue tests of the Johansen and Juselius procedure detected the presence of cointegration. From Table V, the trace statistic indicates two cointegrating vectors while the maximum-eigen statistic indicates one cointegrating vector. Given the conflicting results from the two statistics, we follow the trace statistic which indicates two cointegrating vectors among the variables (Alexander, 2001).

Obtaining cointegration at the 5% level in five-variables indicates that there is a persistent co-movement among the aggregate variables, the long-run relation between the real effective exchange rate and the fundamentals which are foreign aid, foreign direct investment, government consumption and productivity proxied by real GDP per capita. Therefore, the estimated VECM(1) system of the real effective exchange rate with two cointegrating vectors is given in matrix form as (Skrabic & Tomic-Plazibat, 2009):

$$
\begin{align*}
&\begin{bmatrix}
\Delta l_{\text{ree}t} \\
\Delta l_{g\text{cons}t} \\
\Delta f_{di_t} \\
\Delta l_{rgdpca_t} \\
\Delta l_{aid_t}
\end{bmatrix}
= 
\begin{bmatrix}
-0.277 & -0.291 \\
-0.187 & -0.267 \\
1.707 & -1.174 \\
-0.030 & 0.123 \\
-0.005 & 0.181
\end{bmatrix}
\begin{bmatrix}
l_{\text{ree}t_{t-1}} \\
l_{g\text{cons}_{t-1}} \\
f_{di_{t-1}} \\
l_{rgdpca_{t-1}} \\
l_{aid_{t-1}}
\end{bmatrix}
+ 
\begin{bmatrix}
0.415 & 0.044 & 0.012 & -1.138 & 0.454 \\
0.212 & -0.415 & 0.004 & 0.265 & 0.540 \\
-1.479 & 2.105 & -0.767 & 5.013 & -4.764 \\
0.088 & -0.111 & 0.006 & -0.461 & 0.236 \\
0.052 & -0.043 & 0.00007 & 0.023 & 0.254
\end{bmatrix}
\begin{bmatrix}
\Delta l_{\text{ree}t_{t-2}} \\
\Delta l_{g\text{cons}_{t-2}} \\
\Delta f_{di_{t-2}} \\
\Delta l_{rgdpca_{t-2}} \\
\Delta l_{aid_{t-2}}
\end{bmatrix}
+ 
\begin{bmatrix}
0.909 & -0.118 & -0.009 & -0.963 & -0.491 \\
0.032 & -0.339 & 0.004 & 0.580 & 0.031 \\
-0.696 & 1.327 & -0.356 & 0.725 & -4.161 \\
-0.165 & -0.093 & 0.002 & -0.269 & 0.137 \\
0.017 & -0.027 & -0.004 & -0.284 & -0.357
\end{bmatrix}
\begin{bmatrix}
0.375 \\
0.277 \\
-0.015 \\
-0.08 \\
-0.135
\end{bmatrix}
+ 
\begin{bmatrix}
-0.205 \\
-0.167 \\
0.043 \\
0.029 \\
0.087
\end{bmatrix}
\end{align*}
$$

The estimated real effective exchange rate has the following form given the VECM(1) system equation (23) (Skrabic & Tomic-Plazibat, 2009):

$$
\Delta l_{\text{ree}t} = -0.2776 * (l_{\text{ree}t_{t-1}} + 0.047 * f_{di_{t-1}} - 2.462 * l_{rgdpca_{t-1}} + 2.887 * l_{aid_{t-1}} + 6.122) \\
- 0.291 * (l_{g\text{cons}_{t-1}} - 0.044 * f_{di_{t-1}} - 0.378 * l_{rgdpca_{t-1}} - 1.856 * l_{aid_{t-1}} + 1.610) \\
+ 0.415 * \Delta l_{\text{ree}t_{t-1}} + 0.044 * \Delta l_{g\text{cons}_{t-1}} + 0.011 * \Delta f_{di_{t-1}} - 1.138 * \Delta l_{rgdpca_{t-1}} \\
+ 0.454 * \Delta l_{aid_{t-1}} - 0.098 * \Delta l_{\text{ree}t_{t-2}} - 0.118 * \Delta l_{g\text{cons}_{t-2}} - 0.009 * \Delta f_{di_{t-2}} - 0.963 \\
* \Delta l_{rgdpca_{t-2}} + 0.049 * \Delta l_{aid_{t-2}} + 0.375 * \Delta dumm - 0.205
$$
Table VI presents t-statistics of estimated long-run static cointegrated model coefficients while Table VII presents the tests of cointegration residuals.

Table VI. LONG-RUN COINTEGRATION VECTOR COEFFICIENTS

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficients</th>
<th>Standard error</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l_{\text{reer} t-1} )</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( l_{\text{gcons} t-1} )</td>
<td>0.0000</td>
<td>0.0497</td>
<td>0.9654</td>
</tr>
<tr>
<td>( \text{fdi}_t )</td>
<td>0.0479</td>
<td>0.6085</td>
<td>-4.0477**</td>
</tr>
<tr>
<td>( \text{rgdpcap}_t )</td>
<td>-2.4628</td>
<td>-4.0477**</td>
<td></td>
</tr>
<tr>
<td>( \text{laid}_t )</td>
<td>2.8874</td>
<td>0.7653</td>
<td>3.7727**</td>
</tr>
<tr>
<td>( c )</td>
<td>6.1229</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Cointegration Equation 2

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficients</th>
<th>Standard error</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l_{\text{reer} t-1} )</td>
<td>0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( l_{\text{gcons} t-1} )</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{fdi}_t )</td>
<td>-0.0444</td>
<td>0.0261</td>
<td>-1.7007</td>
</tr>
<tr>
<td>( \text{rgdpcap}_t )</td>
<td>-0.3785</td>
<td>0.3200</td>
<td>-1.1829</td>
</tr>
<tr>
<td>( \text{laid}_t )</td>
<td>-1.8561</td>
<td>0.4025</td>
<td>-4.6112**</td>
</tr>
<tr>
<td>( c )</td>
<td>1.6108</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The null hypothesis is rejected at 5% level (**), cointegration equations 1 and 2 are normalized equations.

TABLE VII: STATIC MODEL: COINTEGRATION RESIDUALS TESTES BETWEEN REER AND EXPLANATORY VARIABLES

<table>
<thead>
<tr>
<th>Test</th>
<th>t-value</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Augmented Dickey-Fuller (ADF) tests on residuals</td>
<td>-5.3068**</td>
<td>0.0001</td>
</tr>
<tr>
<td>Phillips-Perron (PP) tests on residuals</td>
<td>-7.1230**</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

The null hypothesis is rejected at 5% level (**).

From Table VII, results of ADF and PP show that the residuals from the cointegrated real exchange rate equation are stationary implying long-run relationship among the variables. Investigating the computed Augmented Dickey-Fuller results with a p-value of 0.0001 at the 5% significant levels and the Phillips-Perron test results with the p-value of 0.000 at the 5% significant levels tends to support cointegration between the real exchange rate and its fundamentals. Figure 7 plots the residuals from the cointegrated equation.
From Figures 7 and 8, the residuals from the cointegration equation are shown to be stationary as the residuals tend to constantly return to their mean values; this evidence reveals cointegration among the variables given by the long run equation. Figure 9 presents the graph of cointegration relation for the real exchange rate relationship to its fundamentals.
FIGURE 9: COINTEGRATION RELATION (REAL EXCHANGE RATE RELATIONSHIP)

The cointegration relation graph shows that there is no visual evidence of trends in these series and therefore it allows analyzing cointegration Equation 1.

Of importance to this study is the cointegration Equation 1 which conforms to theoretical predictions. In this equation, the dependent variable is the real effective exchange rate in which the impact is analyzed on. According to the long-run cointegration Equation 1, it is expected that a 1% increase in aid as a percent of GDP will reduce the real effective exchange rate i.e. appreciate the currency by 2.88%. The same effect occurs with foreign direct investment, that one unit increase in foreign direct investment (fdi) decreases the real effective exchange rate by 5%, though this result is not significant. This result supports the standard Dutch disease economics that international capital flows lead to appreciation of the real exchange rate. Productivity, rgdpcap (real GDP per capita) has a depreciating effect as expected that a 1% increase in productivity leads to 2.46% increase in the real effective exchange rate, this results is supported when substitution effect outweighs income effect. Tables VIII and IX present the VECM(1) and VECM(2) system of coefficients.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficients</th>
<th>Standard error</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_1$</td>
<td>-0.2776</td>
<td>0.0539</td>
<td>-5.1445**</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>-0.2919</td>
<td>0.0959</td>
<td>-3.0411**</td>
</tr>
<tr>
<td>D(l_reen,-1)</td>
<td>0.4153</td>
<td>0.1414</td>
<td>2.9364**</td>
</tr>
<tr>
<td>D(l_aid,-1)</td>
<td>0.4509</td>
<td>0.2642</td>
<td>1.7186</td>
</tr>
<tr>
<td>D(l_rgdpcap,-1)</td>
<td>-1.1382</td>
<td>0.5086</td>
<td>-2.2378**</td>
</tr>
<tr>
<td>D(l_gcons,-1)</td>
<td>0.0441</td>
<td>0.1363</td>
<td>0.3234</td>
</tr>
<tr>
<td>D(fdi,-1)</td>
<td>0.0119</td>
<td>0.0130</td>
<td>0.9127</td>
</tr>
</tbody>
</table>
Table IX presents estimates for the real effective exchange rate error correction terms ($\alpha_1$ and $\alpha_2$) and short-run estimates in the VECM(1). For the purpose of this study, the major interest is on the impact of international capital flows (foreign aid and foreign direct investment) on the real exchange rate. From the empirical results in cointegration Equation 1 both foreign aid and foreign direct investment have the correct expected sign, which a tendency to increase the value of the currency. The parameter $\alpha$ has the expected sign which determines the speed of adjustment towards equilibrium. The negative and significant coefficient on the error correction terms ($\alpha$) in the real effective exchange rate of the VECM(1) indicates a rapid response of the real effective exchange rate to deviations from its fundamentals during a year, this is about 27.76% and 29.19% adjustment towards the equilibrium. For instance, starting from an initial condition of real appreciation (that is the error correction terms are negative) then the self-correcting mechanism calls for a depreciation of real exchange rate. In particular, negative deviations from the stationary relationship are corrected by an increase in the real effective exchange rate which is a depreciation of the currency which may take up to three years to return back to its initial equilibrium. Thus, the positive effect of the foreign direct investment and foreign aid
which were offset by the exchange rate appreciation do not reduce competitiveness of the economy as the economy goes back to its initial (above) equilibrium exchange rate.

As expected, productivity is significant and bear a negative sign, meaning it tend to appreciate the real exchange rate in the short-run. This implies that the demand-side effect outweighs the supply-side effect of improved technology leading to an increase in the price of non-tradables which might bring about appreciation of the domestic currency. Using Granger causality shown by the significance of the lagged coefficient of the productivity, it implies that productivity Granger cause real effective exchange rate with the direction of causality running from productivity to the real exchange rate. The constant term is significant which is consistent with the fact that the variables display linear trends. The significance of the shift dummy variables show that the effects of the 1986 structural adjustment programs (SAP) were significant with strong and positive impact in the economy, that is they led to real exchange rate depreciation.

Using the model of interest, VECM(1) we did dynamic forecasts for 5 years out of sample. The forecast shows that there is an increase of the real exchange rate which should increase the competitiveness of the economy. Figure 10 presents the graph of the forecast.

![Forecast of Real Exchange Rate](image)

**FIGURE 10. DYNAMIC FORECAST OF THE REAL EXCHANGE RATE**

**Diagnostic tests**

To investigate the model for robustness and stability, we checked for serial correlation, normality and heteroscedasticity. We used the Lagrange Multiplier (LM) test for serial
correlation, heteroscedasticity white test for heteroscedasticity and the Jargue-Bera (JB) test for multivariate normality of residuals. The results are robust to the inclusion of the dummy variable.

Given the diagnostic tests we found that the Lagrange Multiplier (LM) test showed no serial correlation between residuals up to four lags. Standard stability tests showed that the model was stable given that all characteristic roots fell within the unit circle. The model showed no heteroscedasticity, as the null hypothesis was not rejected at the 5% level. However, based on the Jarque-Bera (JB) test, multivariate normality of residuals was rejected at p-value less than 5%. Table X presents the diagnostic tests.

<table>
<thead>
<tr>
<th>TABLE X. DIAGNOSTIC TESTS OF THE VEC(1) MODEL</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARCH(4) LM test</td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>Normality (joint)test:</td>
</tr>
<tr>
<td>27.62776</td>
</tr>
<tr>
<td>Residual Heteroskedasticity (Joint)test</td>
</tr>
<tr>
<td>379.5294</td>
</tr>
</tbody>
</table>

H₀: no autocorrelation at lag order

Another type of robustness check which we used in this study is to drop one of the variables and see if there are much effect or change of the signs on the estimates of the other variables. Dropping one of the variables implies we have to test for cointegration with the remaining variables. The first model is the one without foreign aid (l_aid). In this model we found one long run cointegration equation based on the trace and maximum-eigenvalue tests. The long run cointegration equation shows that in the long run it is expected that a one unit increase in foreign direct investment (fdi) will reduce the real effective exchange rate by 8%, an appreciation of the value of the currency as expected. The Vector Error Correction for this model VECM(3) shows a statistically significant speed of adjustment toward the equilibrium which is 24% a year. This means that negative deviations from the stationary relationship are corrected by an increase in real effective exchange rate – a depreciation of the real exchange rate. Table XI and XII presents the long run cointegration equation and the Vector Error Correction coefficients respectively.
TABLE XI. (WITHOUT FOREIGN AID), LONG-RUN COINTEGRATION VECTOR COEFFICIENTS

<table>
<thead>
<tr>
<th>Cointegration Equation</th>
<th>Variables</th>
<th>Coefficients</th>
<th>Standard error</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( l_{reer} )</td>
<td>-5.1852</td>
<td>0.9725</td>
<td>-5.3313**</td>
</tr>
<tr>
<td></td>
<td>( l_{gcons} )</td>
<td>-0.4112</td>
<td>0.9568</td>
<td>-0.4298</td>
</tr>
<tr>
<td></td>
<td>( fdi )</td>
<td>0.0870</td>
<td>0.0373</td>
<td>2.3296**</td>
</tr>
<tr>
<td></td>
<td>( rgdpca )</td>
<td>-3.4336</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The null hypothesis is rejected at 5% level (**)

TABLE XII. (WITHOUT FOREIGN AID), VECM(3) SYSTEM COEFFICIENTS

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficients</th>
<th>Standard error</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_1 )</td>
<td>-0.2496</td>
<td>0.0438</td>
<td>-5.6882**</td>
</tr>
<tr>
<td>( D(l_{reer}) )</td>
<td>0.2896</td>
<td>0.1385</td>
<td>2.0913**</td>
</tr>
<tr>
<td>( D(l_{rgdpca}) )</td>
<td>0.1794</td>
<td>0.4293</td>
<td>0.4178</td>
</tr>
<tr>
<td>( D(l_{gcons}) )</td>
<td>0.0666</td>
<td>0.1150</td>
<td>0.5795</td>
</tr>
<tr>
<td>( D(fdi) )</td>
<td>0.0123</td>
<td>0.0111</td>
<td>1.1167</td>
</tr>
<tr>
<td>( D(l_{reer2}) )</td>
<td>-0.0638</td>
<td>0.1311</td>
<td>-0.4871</td>
</tr>
<tr>
<td>( D(l_{rgdpca2}) )</td>
<td>0.1706</td>
<td>0.4357</td>
<td>0.3915</td>
</tr>
<tr>
<td>( D(l_{gcons2}) )</td>
<td>-0.1415</td>
<td>0.1102</td>
<td>-0.1283</td>
</tr>
<tr>
<td>( D(fdi2) )</td>
<td>0.0026</td>
<td>0.0109</td>
<td>0.2418</td>
</tr>
<tr>
<td>( C )</td>
<td>-0.2610</td>
<td>0.0506</td>
<td>-5.1566**</td>
</tr>
<tr>
<td>( Dum )</td>
<td>0.4250</td>
<td>0.0709</td>
<td>5.9885**</td>
</tr>
</tbody>
</table>

The null hypothesis is rejected at 5% level (**)

The second model is the one without foreign direct investment (fdi); testing for cointegration we found that there are two cointegration equations using the trace and maximum-eigenvalue tests. In this case the long run equation showed that a 1% increase in aid leads to an appreciation of the value of the currency by 1.2%. The Vector Error Correction VECM(4) for this model has significant and right signs of the speed of adjustments (error correction terms, ECT). It shows that a negative deviation from the stationary relationship is corrected by an increase in the real effective exchange rate with the speed of adjustment of 30% and 16.9%. Therefore, inspecting these equations it is clear that most of coefficient signs do not change much, this shows that the models estimates of the VECM(1) and VECM(2) models are robust and stable. Table XIII and XIV presents the long run cointegration equations and Vector Error Correction coefficients respectively.
### TABLE XIII. (WITHOUT FDI), LONG-RUN COINTEGRATION VECTOR COEFFICIENTS

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficients</th>
<th>Standard error</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_{reer}$</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$l_{gcons}$</td>
<td>0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$rgdpcap$</td>
<td>-1.3695</td>
<td>0.6118</td>
<td>-2.2383**</td>
</tr>
<tr>
<td>$l_{aid}$</td>
<td>1.2182</td>
<td>0.5340</td>
<td>2.2812**</td>
</tr>
<tr>
<td>$c$</td>
<td>2.1215</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Cointegration Equation 2

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficients</th>
<th>Standard error</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_{reer}$</td>
<td>0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$l_{gcons}$</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$rgdpcap$</td>
<td>-0.3881</td>
<td>0.3188</td>
<td>-1.2170</td>
</tr>
<tr>
<td>$l_{aid}$</td>
<td>-1.3139</td>
<td>0.2782</td>
<td>-4.7216**</td>
</tr>
<tr>
<td>$c$</td>
<td>0.9249</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The null hypothesis is rejected at 5% level (**) or at 10% level (*)

### TABLE XIV. (WITHOUT FDI), VECM(4) SYSTEM COEFFICIENTS

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficients</th>
<th>Standard error</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_1$</td>
<td>-0.3093</td>
<td>0.0561</td>
<td>-5.5081**</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>-0.1691</td>
<td>0.0913</td>
<td>-1.8525**</td>
</tr>
<tr>
<td>$D(l_{reer})$</td>
<td>0.3836</td>
<td>0.1312</td>
<td>2.9237**</td>
</tr>
<tr>
<td>$D(l_{rgdpcap})$</td>
<td>0.3453</td>
<td>0.2271</td>
<td>1.5204*</td>
</tr>
</tbody>
</table>
| $D(l_{aid})$  | -0.7282      | 0.4531         | -1.6071* 
| $D(l_{gcons})$ | 0.0082 | 0.1284         | -0.0645 |
| $D(l_{reer})$ | 0.0836       | 0.1301         | 0.6428  |
| $D(l_{aid})$  | 0.3911       | 0.2185         | -1.7892* |
| $D(l_{rgdpcap})$ | -0.6701 | 0.4483         | -1.5001* |
| $D(l_{gcons})$ | -0.1348 | 0.1164         | -1.1585 |
| $C$           | -0.2254      | 0.0471         | -4.7808**|
| $Dum$         | 0.3992       | 0.0663         | 6.0141** |

The null hypothesis is rejected at 5% level (**) or at 10% level (*)

**Impulse responses**

Since shocks to a particular variable can generate variations to itself and other variables, we traced the magnitudes of transmission of shocks from the fundamentals and the real exchange rate by performing the Cholesky decomposition employing the orthogonalized methodology of Sims (1980) to determine the impulse responses. Sims (1980) approach is possible to trace out the time path of the various shocks on the variables. Figure 11 presents the impulse response functions, based on the orthogonalized function.
Impulse response analysis indicates that the series are responsive to various shocks. In particular according to this model, Figure 11 shows that unexpected shocks to foreign direct investment (fdi), aid, government consumption (gcons) and real gross domestic product per capita (rgdpcap) will have a permanent effect on the real effective exchange rate for the period of 10 years.

The initial response of the real effective exchange rate to a unit shock in foreign direct investment (fdi) leads to an increase of the real exchange rate by 0.42% a positive and
significant result for four years and after the shock it continues to be positive, that is increasing the real effective exchange rate.

A one unit shock on aid, leads to an increase in the real effective exchange rate by 2.3% of GDP up to the 3rd year and continues to have a permanent fall for the whole period in the model, which is decreasing of the real effective exchange rate.

The initial response of the real effective exchange rate to a one unit shock in government consumption is negative and significant for one year after the shock it becomes negative and continues for the period specified.

A shock on real gross domestic product per capita leads to decrease in real effective exchange rate for three years by 0.4% and thereafter, the real effective exchange rate starts to increase slowly for the remaining period, which is a permanent effect. The graphs above indicates that an orthogonalized shock to the government consumption, aid, gross domestic product per capita both as a percent of GDP and the foreign direct investment have permanent effect on the real effective exchange rate. The permanent effect is due to the fact that the I(1) variables modeled in a cointegrating VECM are not mean reverting, that the unit moduli in the companion matrix imply that the effect of a shock will not die out over time. Table XVII and XVIII in Appendix B show the shock of the fundamentals to the real exchange rate and forecast error variance decomposition respectively.

**Reserve Accumulation and Sterilization**

In any country with an independent central bank, when a central bank purchases foreign assets, it must decide whether to fund it increasing reserve money which is inflationary or to reduce net domestic asset which is sterilization on the domestic reserve money. Sterilization refers to central banks offsetting international reserve to follow independent monetary policy, that is monetary authorities ensure that foreign exchange interventions do not affect the domestic monetary base. Therefore, when a central bank accumulates reserves then this accumulation has monetary implications in the future.

To offset the effects of reserve accumulation on the monetary base, traditionally there has been a number of ways to do this including selling instruments. Central banks can use open market operations (OMO) or foreign exchange operation (FXO). OMO includes selling of market instruments such as central bank bills, government bonds or using swaps or repurchases operations\(^5\) (Aizenman & Glick, 2008). FXO involves the central

---

\(^5\)Foreign exchange swaps, the central bank typically agrees to buy foreign exchange forward, while repurchase operations (repos) the central bank sells securities with an agreement to buy them back in the future.
bank purchasing foreign currency assets (money or foreign treasury bonds) held by private agents by the central bank.

We measure sterilization, assuming that changes in reserves are exogenously determined and estimate sterilization coefficients by running a simple OLS on monetary reaction function using a SVAR model (Willett et al., 2007). Obtaining the estimated sterilization coefficient will answer the hypothesis put forward in the research question 1.3(c): “is there a role for sterilization of international capital flows?” The model is specified as:

\[ \Delta NDA_t = c_0 + c_1 \Delta NFA_t + X'\beta + \epsilon_t \]  \hspace{1cm} (24)

where \( \Delta NDA_t \) and \( \Delta NFA_t \) are change in net domestic assets and net foreign assets (a proxy for international capital flows (reserves)), respectively. \( X \) represents other explanatory variables that might influence monetary policy’s reaction and when \( c_1 = -1 \) the economy has full monetary sterilization while when \( c_1 = 0 \) means there is no sterilization. Thus sterilization intervention is ultimately an exchange of domestic bonds for foreign bonds.

Using the econometric framework of Willett et al (2006), Bernanke (1986), Blanchard and Watson (1986), Sims (1986), Keating (1992), and Enders (2010) and using differenced variables as they are I(1) in levels (nonstationary) the structural VAR model in matrix form is specified as

\[
\begin{bmatrix}
1 & b_{12} \\
b_{21} & 1
\end{bmatrix}
\begin{bmatrix}
\Delta nda_t \\
\Delta nfa_t
\end{bmatrix} =
\begin{bmatrix}
\theta_{10} \\
\theta_{20}
\end{bmatrix} +
\begin{bmatrix}
\gamma_{11} & \gamma_{12} \\
\gamma_{21} & \gamma_{22}
\end{bmatrix}
\begin{bmatrix}
\Delta nda_{t-1} \\
\Delta nfa_{t-1}
\end{bmatrix} +
\begin{bmatrix}
\epsilon_{nda_t} \\
\epsilon_{nfa_t}
\end{bmatrix}
\]  \hspace{1cm} (25)

To identify the structural system we use the recursive system proposed by Sims (1980), that is exactly identification. We impose a restriction such that the coefficient \( b_{21} \) is equal to zero(0) on the primitive system (25). This means that \( nda_t \) has no contemporaneous effect on \( nfa_t \) (Enders, 2010). This restriction gives a reduced VAR which can be estimated by Ordinary Least Squares (OLS). Given the restriction the reduced VAR model is

\[
\begin{bmatrix}
\Delta nda_t \\
\Delta nfa_t
\end{bmatrix} =
\begin{bmatrix}
1 & -b_{12} \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
\theta_{10} \\
\theta_{20}
\end{bmatrix} +
\begin{bmatrix}
1 & -b_{12} \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
\gamma_{11} & \gamma_{12} \\
\gamma_{21} & \gamma_{22}
\end{bmatrix}
\begin{bmatrix}
\Delta nda_{t-1} \\
\Delta nfa_{t-1}
\end{bmatrix} +
\begin{bmatrix}
1 & -b_{12} \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
\epsilon_{nda_t} \\
\epsilon_{nfa_t}
\end{bmatrix}
\]  \hspace{1cm} (26)

The reduced model is estimated and the primitive parameters \( b \) and \( \gamma \) are recovered. Estimating the reduced VAR I recovered the coefficient of \( b \) as 94.2% which clearly shows that there is almost complete sterilization in the economy as it is negative. This is due to substantial treasury bill sterilization with high interest rates due to an increase in fiscal spending with no widening of the current account – absorption, such as increasing net imports (Aiyer et al., 2008).
Diagnostic tests of the structural VAR

To check for model robustness and stability, we checked for normality using a Lagrange-multiplier test, and for stability of the model we checked if the eigenvalues lie inside of the unit circle. We found that the model satisfies normality conditions and that it was stable, all eigenvalues lied inside the unit circle meaning the VAR satisfied the stability condition. The Lagrange-multiplier and stability tests are presented as in Tables XV and XVI, respectively.

<table>
<thead>
<tr>
<th>Lag</th>
<th>chi2</th>
<th>df</th>
<th>prob&gt;chi2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.512</td>
<td>4</td>
<td>0.238</td>
</tr>
<tr>
<td>2</td>
<td>1.923</td>
<td>4</td>
<td>0.749</td>
</tr>
</tbody>
</table>

H0: no autocorrelation at lag order

The tests show that we do not have more evidence to reject the Null hypothesis, p > 0.05; therefore, the model satisfies normality conditions.

<table>
<thead>
<tr>
<th>Eigenvalue</th>
<th>Modulus</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5447173</td>
<td>0.544717</td>
</tr>
<tr>
<td>-0.4441132</td>
<td>0.444113</td>
</tr>
</tbody>
</table>

All eigenvalues lie inside the unit circle, VAR satisfies stability conditions

The graph above shows that the eigenvalue lies inside the unit circle, which means the model is stable.
From Figure 13, the unexpected (orthogonalized) shock to the net foreign assets has temporary effect on the net domestic assets. The shock leads to an increase in net domestic assets up the 2nd year and then starts to decrease and eventually dies out. This is due to the fact that the structural VAR model has a time invariant mean and finite and time-invariant variance that is why the effect of a shock to net domestic asset must die out so that the variable can revert to its mean which means that, shock of sterilization is temporary to the economy.

CONCLUSION AND POLICY IMPLICATIONS

This study investigated the impact of international capital flows and other macroeconomic fundamentals on the real exchange rate in Tanzania. Different from other studies, this study used cointegrated VAR and structural VAR for testing the hypotheses specified in the study. The econometric results suggested the presence of long run equilibrium relationships among the variables in the model. The Vector Error Correction model is useful as it showed both the interaction of the short run and long run effects of the variables used in the model especially when looking for the effects of the determinant.
of real exchange rate. In general, the study rejected the hypothesis of positive effects of foreign direct investment and foreign aid being offset by exchange rate appreciation. It showed that even though the positive effects are being at least partially offset by appreciation in the short term the error correction terms brings them back to their initial equilibrium by depreciating the real exchange rate back toward its original level.

The study described several determinants of real exchange rate. These are terms of trade, government consumption, foreign direct investment, productivity and foreign aid. These determinants of the exchange rate have different mechanisms for how they affect the exchange rate. Therefore, it is very important for policy makers in LDCs to know the direction of the exchange rate changes given the determinants.

The empirical analysis of this study provided evidence that the variables are integrated of order one as various forms of the Augmented Dickey-Fuller (ADF) and the Phillips-Perron (PP) tests indicated. On this basis, the Johansen and Juselius (1988, 1992) cointegration test was employed, and results from the trace and maximum eigenvalue tests rejected the null hypothesis of no cointegration. This implies that the variables used in the model have long run equilibrium relationships from which they may deviate in the short run, but will be returned to in the long run. The empirical results for the magnitude of coefficients from the long run cointegration equation indicated that a 1% increase in foreign aid appreciates the currency by 2.88%; while a 1 unit increase in foreign direct investment appreciates the currency by 4.7%. On the other hand, the error correction terms as speed of adjustment were 27.76% and 29.19% which have the right sign and are significant this implies that it may take up to three years to return back to its initial equilibrium, that is return to the long run equilibrium relationship. The negative signs of the speed of adjustment imply that in the long run, the value of the currency depreciate after the initial appreciations. The model forecast using a dynamic forecast with five year steps out of sample showed that the currency value depreciates back to its initial level.

Investigating whether the Central Bank could maintain monetary independence the study provided empirical evidence of sterilization in the economy under the sample period, 1970-2009. Empirical estimation of the structural VAR showed almost a complete sterilization in the economy. Recovering the coefficient of the net foreign assets we found that the coefficient of the net foreign assets was 94.2% implying an almost complete sterilization of the foreign assets. The high sterilization showed the ability of counteracting the effect of the money supply caused by the balance of payment changes, for instance to hold the domestic money supply unchanged due to the inflows of the foreign direct investment and foreign aid. The process involved domestic asset transactions that restored the monetary base to its original size.
One of the policy implications is that given the current economic integration or globalization, international capital flow is very important in supplementing resources to less developed countries. The models used in the study clearly showed that in the short-run the exchange rate appreciates; however, with the rapid speed of adjustment, there is a tendency for the exchange rate to depreciate, returning to its initial long-run equilibrium. This implies that international capital flow when appropriately managed may not hurt the economy, hence bringing development and growth to the economy. In this respect, less developed countries should not disengage themselves from globalization for the need of external resources. Therefore, they should continue to search for international (external) resources with low cost financing in order to reduce the resource gap by augmenting their domestic resources.

While this study used time series analysis, a possible future study is that researchers should attempt to use panel data which gives a large sample to investigate the impact of international capital flows especially foreign aid and foreign direct investment for the East African Community.
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Appendix A

<table>
<thead>
<tr>
<th>Absorbed</th>
<th>Not absorbed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Government spends aid</td>
<td>Fiscal deficit widens</td>
</tr>
<tr>
<td>Central bank sells foreign exchange</td>
<td>Central bank does not sell foreign exchange</td>
</tr>
<tr>
<td>Current account widens</td>
<td>International reserves are built up</td>
</tr>
<tr>
<td></td>
<td>Inflation increases</td>
</tr>
</tbody>
</table>

Not spent

- Government expenditure are not increased
- Central Bank sells foreign exchange
- Monetary growth is slowed, nominal exchange
- Rates appreciate, inflation is lowered
- Government expenditure are not increased
- Taxes are not lowered
- International reserves are built up


Different forms of data transformation

\[
TOT = \frac{P_X}{P_m} \tag{A.1}
\]

where \(P_X\) is the foreign price of exports and \(P_m\) is the foreign price of imports

\[
GCON_t = \frac{GC_t}{GDP_t} \tag{A.2}
\]

given that \(GC\) is total government expenditure and \(GDP\) is gross domestic product.
### Appendix B

**TABLE XVII. RESPONSE OF THE REAL EXCHANGE RATE TO SHOCKS**

<table>
<thead>
<tr>
<th>Period</th>
<th>L_GCONS</th>
<th>FDI</th>
<th>L_RGDPCAP</th>
<th>L_AID</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>2</td>
<td>-0.0278</td>
<td>0.0161</td>
<td>-0.0080</td>
<td>0.0124</td>
</tr>
<tr>
<td>3</td>
<td>-0.0606</td>
<td>0.0122</td>
<td>-0.0142</td>
<td>0.0233</td>
</tr>
<tr>
<td>4</td>
<td>-0.0677</td>
<td>0.0042</td>
<td>-0.0044</td>
<td>-0.003</td>
</tr>
<tr>
<td>5</td>
<td>-0.0877</td>
<td>0.0184</td>
<td>0.0043</td>
<td>-0.022</td>
</tr>
<tr>
<td>6</td>
<td>-0.1021</td>
<td>0.0248</td>
<td>0.0142</td>
<td>-0.023</td>
</tr>
<tr>
<td>7</td>
<td>-0.0945</td>
<td>0.0172</td>
<td>0.0159</td>
<td>-0.028</td>
</tr>
<tr>
<td>8</td>
<td>-0.0901</td>
<td>0.0169</td>
<td>0.0176</td>
<td>-0.037</td>
</tr>
<tr>
<td>9</td>
<td>-0.0870</td>
<td>0.0194</td>
<td>0.0208</td>
<td>-0.041</td>
</tr>
<tr>
<td>10</td>
<td>-0.0805</td>
<td>0.0184</td>
<td>0.0202</td>
<td>-0.041</td>
</tr>
</tbody>
</table>

Cholesky ordering: L_REER, L_GCONS, FDI L_RGDPCAP, L_AID

**TABLE XVIII. FORECAST ERROR VARIANCE DECOMPOSITION**

<table>
<thead>
<tr>
<th>Period</th>
<th>S.E.</th>
<th>L_REER</th>
<th>L_GCONS</th>
<th>FDI</th>
<th>L_RGDPCAP</th>
<th>L_AID</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.108</td>
<td>100.00</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>0.173</td>
<td>95.84</td>
<td>2.566</td>
<td>0.863</td>
<td>0.217</td>
<td>0.513</td>
</tr>
<tr>
<td>3</td>
<td>0.221</td>
<td>88.074</td>
<td>9.103</td>
<td>0.836</td>
<td>0.549</td>
<td>1.435</td>
</tr>
<tr>
<td>4</td>
<td>0.247</td>
<td>82.934</td>
<td>14.73</td>
<td>0.696</td>
<td>0.470</td>
<td>1.162</td>
</tr>
<tr>
<td>5</td>
<td>0.273</td>
<td>74.611</td>
<td>22.31</td>
<td>1.022</td>
<td>0.410</td>
<td>1.645</td>
</tr>
<tr>
<td>6</td>
<td>0.298</td>
<td>65.495</td>
<td>30.39</td>
<td>1.546</td>
<td>0.570</td>
<td>1.993</td>
</tr>
<tr>
<td>7</td>
<td>0.317</td>
<td>59.111</td>
<td>35.89</td>
<td>1.668</td>
<td>0.759</td>
<td>2.566</td>
</tr>
<tr>
<td>8</td>
<td>0.333</td>
<td>53.819</td>
<td>39.85</td>
<td>1.771</td>
<td>0.968</td>
<td>3.581</td>
</tr>
<tr>
<td>9</td>
<td>0.348</td>
<td>49.393</td>
<td>42.70</td>
<td>1.932</td>
<td>1.243</td>
<td>4.726</td>
</tr>
<tr>
<td>10</td>
<td>0.361</td>
<td>46.08</td>
<td>44.64</td>
<td>2.056</td>
<td>1.470</td>
<td>5.740</td>
</tr>
</tbody>
</table>

Cholesky ordering: L_REER, L_GCONS, FDI L_RGDPCAP, L_AID