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Abstract 

For development economies, escaping costly development traps an industrialization policy is likely to 

be gradual rather than take a ‚big push‛ form and becoming more balanced over time. Under certain 

conditions the optimal industrialization policy should be more unbalanced the weaker are the 

sectorial linkages, the stronger are increasing returns, entrepreneurial resources, and the smaller are 

the domestic market size and the lesser the degree of dynamic competition. We show how to make 

tradeoffs at different levels of development and from the perspective of the industrialization debate in 

a historical context of modern development policies. 
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INTRODUCTION 

The cumulative literature on industrialization has formalized the long-standing idea 

that development traps are the result of a failure of economic organization rather 

than a lack of resources or other technological constraints. The so-called ‚big push‛ 

models of industrialization have shown how, in the presence of increasing returns, 

there can exist preferable states to advance the economic states of countries in 

contest with other countries. Such a view not only provides an explanation for the 

co-existence of industrialized and less industrialized economies, but also a rationale 

for government intervention to coordinate investment in a ‚big-push‛ toward 

industrialization. Moreover, unlike competing theories, these models emphasize the 

temporary nature of any policy. Thus, industrialization policy involves facilitating an 

adjustment from one equilibrium to another rather than any change in the nature of 

the set of equilibria per se. 
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While recent formalization makes clear the possible role for the government in 

coordinating economic activity, little has been said about the form such policy 

should take. Is there a conceptual model to analyze the question: what precise form 

should the ‚big push‛ take? It should be part of mechanism design for economic 

development (Gottinger, 2014). It is argued that while many different 

industrialization policies can be successful in generating escapes from development 

traps, the form of the policy that minimizes the costs of this transition depends on 

the characteristics of the economic situation at hand.  Factors such as the strength of 

the complementarities, externalities and increasing returns, among others, all play a 

role in influencing the nature of a ‚getting-ahead‛ industrialization policy. Such 

ideas were already present in the debates in development economics in the 1940s 

and 1950s regarding the form of industrialization policy. The models underlying 

these less formal debates inspired the recent more formal research but the policy 

elements of these have not been addressed, to date, in any substantive way. 

The paper proceeds as follows. We first give a brief history to recall different 

development strategies proliferating in the literature, in Section 2. Then we show 

how the increasing returns debate on industries impact structural change and 

development paths, in Section 3. Section 4 gives the industrialization policy-

development context in an optimization framework. Conclusions follow in Section 5. 

A BRIEF HISTORY OF MAJOR DEVELOPMENT STRATEGIES 

Principal among the earlier policy debates was that surrounding the efficacy and 

costs involved in the alternative strategies of ‚balanced‛ versus ‚unbalanced 

growth.‛ Rosenstein-Rodan (1943, 1961) and Nurkse (1952, 1953) provided the 

rationale for the notion that the adoption of modern technologies must proceed 

across a wide range of industries more or less simultaneously. It was argued that the 

neglect of investment in a sector(s) could undermine any industrialization strategy.  

Reacting to this policy prescription was the ‚unbalanced growth‛ school led by 

Hirschman (1958) and Streeten (1956). They saw the balanced strategy as far too 

costly. The advantages of multiple development may make interesting reading for 

economists, but they are gloomy news indeed for underdeveloped countries. The 

initial resources for simultaneous developments on many fronts are generally 

lacking. By targeting many sectors, it was argued that scarce resources would be 

spread too thin- so thin, that industrialization would be thwarted. It seemed more 

fruitful to target a small number of ‚leading sectors‛ (Rostow, 1960). Then those 

investments would ‚<.call forth complementary investments in the next period with 

a will and logic of their own: they block out a part of the road that lies ahead and 

virtually compel certain additional investment decisions‛ (Hirschman, 1958: 42). 

Thus, the existence of complementarity between investments (in particular those 

involving human capital) and increasing returns motivated an unbalanced approach 

(Easterly, 2002). Curiously, at the same time, ‚complementarity of  industries 
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provides the most important set of arguments in favor of  a large-scale planned 

industrialization‛(Rosenstein-Rodan, 1943: 205). Further, one of the first to preview 

the connection between Big Push, Poverty Traps and Takeoffs was the essay by W. 

Easterly (2005) who integrated historical sources with present day modern 

development strategies. Both sides appeared to have agreed that a ‚big push‛ was 

warranted, but they disagreed as to its composition.  Our purpose here is to use the 

guidelines provided by the more recent formalization of the ‚big push‛ theory of 

industrialization to clarify the earlier debate of the appropriate degree of focus for 

industrialization policy. After all, the more recent literature has stressed the roles of 

complementarities and increasing returns that both schools saw lying at the heart of 

their policy prescriptions.  

The seminal article formalizing the ‚big push‛ theory of industrialization is that of 

Murphy et al, (1989). In their model, firms choose between constant returns and an 

increasing returns technology based on their expectations of demand.  However, 

these choices spill over into aggregate demand creating a strategic interaction among 

sectors in their technology adoption decisions.  Thus, under certain conditions, there 

exist two equilibria: with all firms choosing the constant returns or all choosing the 

increasing returns technology. Clearly, in the latter equilibrium, all households are 

better off. 

While the Murphy et al, (1989) model shows how increasing returns (and a wage 

effect) aggregate to strategic complementarity among sectors, it does not lend itself 

readily to the debate concerning the degree of balance in industrialization policy. 

First, the static content leaves open the question of whether the intervention should 

take the form of anything more than indicative planning. Second, the most 

commonly discussed policy instrument in the industrialization debate is the 

subsidization of investments.  However, in the Murphy et al, (1989) example, use of 

this instrument biases one toward a more unbalanced policy. To see this, observe that 

it is the role of the government to facilitate a move to the industrializing equilibrium. 

This means that the government must subsidize a sufficient amount of investment to 

make it profitable for all sectors to adopt the modern technology.  

Given the binary choice set, there then exists some minimum critical mass of sectors 

that must be targeted to achieve a successful transition.  A greater range of successful 

industrialization policies might  be more plausible, however,  if firms had the choice 

of a wider variety of technology to choose from (Gottinger, 2006; Gottinger & 

Goosen, 2012). One might suppose that targeting a large number of sectors to 

modernize a little and targeting a small number of sectors for more radical 

modernization might both generate a big push. Thus, to consider the balanced 

approach properly, a greater technological choice space is required. 
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INCREASING RETURNS, STRUCTURAL CHANGE AND 

DEVELOPMENT PATHS 

What would be the choice variables available to the government provided it would 

be able to pick up what is likely to be increasing returns industries in the future? 

First, in each period, the government can choose the set of firms that it targets for 

structural change. Second, for each targeted firm, the government can choose a 

target level for ‘increasing returns industry’ modernization in the period. Along this 

vein, the government could choose to target the same number of firms in each period 

but induce those firms to modernize gradually over time. Or in contrast, the 

government chooses a single level of modernization to occur across all firms and all 

periods. It then targets a mass of firms each period for entry and modernization. This 

means that industrialization policy is solely characterized by the critical mass of 

sectors targeted, and the target level of modernization. The level of modernization 

could be sequentially expanded by infrastructural upgrading across the board to 

benefit all major sectors as suggested by the Chinese economist Justin Yifu Lin 

(2013).  

 Given a parameterized development path, the most significant parameter represents 

the strength of increasing returns in the technology adopted by industrial sectors, 

which generates a rationale for ‚big push‛ intervention.  A ‚big push‛ can be 

activated if the economy is stuck in a ‚development trap‛ from which an escape 

could be made through sufficient coordination of decisions by input producers. For a 

developing economy in its early phase a ‚poverty trap‛ is a special case of a 

‚development trap‛ defined by Barro and Sala-i-Martin (1995: 49) as a stable steady-

state with low levels of per capita output and capital stock. This is a trap because, if 

agents attempt to break out of it, the economy has a tendency to return to the low-

level steady-state. Only by a very large change in their behavior, can the economy 

break out of the poverty trap and move to the high-income steady state. To evaluate 

the economic characteristics, i.e., the strengths of complementarities and increasing 

returns, would affect the government’s policy choices and industrial policies (Gans, 

1994). 

Big Push theories of industrialization  could lead to ‘development traps’  if  

sequential industrialization would add more diminishing returns than increasing 

returns industries  which could be  a result of government’s coordination failure.  

This would point to deficiencies in institutional quality as outlined by North (1990) 

impacting economic performance. They could give explanations for decade long 

lackluster performance of Latin American economies (Fukuyama, 2008). When a 

development trap is purely the result of coordination failure, to escape from the trap, 

would technically require the government to synchronize the expectations of 

individual agents (entrepreneurs) with targeting investment in industrialization 

activities. If a government were to announce that firms should modernize to a 



 
Journal of Applied Economics and Business 

 

 

9 

certain degree, even if this were believed perfectly by individuals and firms, each 

firm might still have an incentive to wait before investing. In that case, the optimistic 

expectations by the government would not be realized and the policy would be 

ineffective. Irreversibility and the time lag of production mean that history rather 

than expectations matter (Krugman, 1991). The previous level of industrialization 

determines what path the economy will take in the future. This is why it is difficult 

to characterize the industrializing paths of the economy. There is  econometric 

evidence that a contributing factor toward the emergence of development traps is the 

lack of surpassing some threshold of technological integration in the industrializing 

(manufacturing) sector (Ortiz et al, 2009).  

INDUSTRIALIZATION POLICIES AND DEVELOPMENT 

In the context of a big push development strategy the government faces a tradeoff  

between the number of sectors it targets and the degree to which it wishes them to 

modernize, that is, it chooses the critical mass of sectors that must be targeted at any 

point in time in order to generate an escape from a development trap and to achieve 

increasing returns. Let’s take a simple case where the industrialization policy takes 

the form of a ‚big bang‛, that is intervention occurs for one period only granting that 

the resources exist in that period to allow for such a policy. This means that the 

industrialization policy is solely characterized by the critical mass of sectors targeted 

s* and the target level of modernization ƒ.  

Suppose naturally that individual transition costs are non-decreasing in ƒ, the 

optimal critical mass in terms of ƒ can be described by the path  

s*(ƒ¸)  (ƒ + 1)   ((1-)(-1)/ L)       sI )  + sI  with sI  as the basic input 

varieties of the industrial economy. 

Substituting this into the objective function with cost c (ƒ,1; sI,  ), the ‘big bang’ 

industrialization policy problem becomes 

     min  (ƒ + 1)    ((1-)(-1)/ L)       sI )   c (ƒ,1; sI,  ) 

where use is made of the symmetry of the cost functions and the fact that  s sI 

firms are targeted.  could represent any given exogenous parameter, i.e.  or 

L
 a given parameter linked to L 

In designing an optimal industrialization policy it shows that  a  cost minimizing 

policy in the industry transition entails setting certain development model 

(exogeneous) parameters such as labour productivity improvements (), upstream 

firms discount future earnings () the fixed size of the labour force (L ), the number 

of basic industrial  sector varieties (sI) , the product linkages between intermediate 

input producers (), and the use of the intermediate input composite (), the latter 

two showing a certain degree of interaction  referring to as the returns to 
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specialization (Romer, 1986). Discussing these parameters qualitatively in terms of 

comparative statics would indicate industrial change. Raising any of these 

parameters ,  , L  , and sI  increases the marginal returns to upstream firms in both 

their entry and modernization decisions.  

Raising   means that sunk costs are translated into labor improvements more 

effectively. Similarly, since the costs of modernization and entry are carried today 

and most of the returns occur in the future, the more likely they are to undertake 

those actions. A large market, a higher L , also raises the marginal return to entry 

and modernization. Finally, more industrial varieties mean that the past level of 

industrialization is greater, thereby, reducing the marginal costs of inducing firms to 

adopt more modern technologies. Given this, the responsiveness of firms to 

inducements by the government is enhanced when any of these parameters is raised. 

Therefore, the higher are these parameters, the fewer firms need to be targeted to 

facilitate an escape (from a development trap). Of these parameters   has probably 

received the most discussion. In many ways, this parameter represents the strength 

of increasing returns in the technology adopted by upstream producers. This is 

because higher levels of  imply that, when they choose to modernize, upstream 

firms will choose technologies involving greater sunk (or fixed) costs. Therefore, 

while one requires some degree of increasing returns or economies of scale in 

production to generate a rationale for a ‚big bang‛ intervention, the stronger are 

those increasing returns to support a more unbalanced industrialization policy. This 

relates back to arguments made on balanced vs. unbalanced growth. Of the three 

other parameters, only the discount rate  seems to have been given a potential role 

in the past debate on industrialization policy. Matsuyama (1992) interprets the 

discount rate as measure of effectiveness of entrepreneurship in coordinating 

investment, with a low discount rate indicating existence of greater entrepreneurial 

resources.  If so, then the above result seems to imply that with a relative scarcity of 

entrepreneurial talent a more balanced approach should be followed.  

The comparative statics results for  and  require more restrictions because each of 

these has two effects. On the one hand, lowering  and increasing  raises the 

strength of strategic complementarities among upstream sectors. This tends to favor 

a more balanced growth approach. On the other hand,  and  each affect the 

marginal returns to entry and modernization of firms. The second effect reinforces 

the first and leads to more balanced strategy that is, lowering   and lifting  

increase the marginal returns to entry and modernization. A lower  also implies 

stronger technical complementarities. This effect is sometimes referred to as the 

returns to specialization (Romer, 1987). The consequence is that a lower   raises the 

marginal returns to employing greater variety of inputs in production. The higher is 

 the weaker linkages among intermediate input sectors. Conversely, stronger 

linkages between sectors raise the marginal return to targeting an additional sector 

for change supporting the arguments of the balanced growth strategy. 
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Looking at , it is a measure  of the appropriability of the returns from supply  as an 

additional intermediate input. As Romer (1994) discusses, the larger is  , the greater 

is the surplus gained by intermediate input producers from the employment of their 

product in final goods production. Therefore, producers of inputs targeted in an 

industrialization policy are more likely to react positively (in terms of adopting 

better technology) when the appropriable returns from the introduction of their 

variety is larger. This effect would tend to favor a more unbalanced approach as  

increases.  

Summarizing, we have outlined the role of several parameters in influencing the 

kind and degree of balance in industrialization policy. Factors addressed in the 

earlier literature such as strength of linkages, increasing returns and entrepreneurial 

resources all influence the composition of the ‘big push’.  By considering a ‘big bang’ 

policy, some results are possible. For instance, strong increasing returns in 

conjunction with weak sector linkages tend to favor a more unbalanced approach in 

order to minimize costs. 

CONCLUSIONS 

A major problem of the industrialization debate is the timing of the industrialization 

policy and its degree of focus is complex and dependent on the characteristics of the 

case specific economy. A ‘big push’ perspective on industrialization does not imply 

that transition can be a simple matter of coordinating expectations via some kind of 

indicative planning. Nor does it mean that policy must be balanced and take a ‘big 

bang’ form in order to be successful. A wide variety of industrialization policies can 

generate a ‘big push’ and the choice between them is therefore a matter of costs. 

In a dynamic model, however, this wide variety of industrialization policies makes a 

characterization of the optimal policy quite difficult. To take advantage of full 

marginal modernization and entry costs, a gradual policy is always optimal.  

Moreover, in a policy of gradual entry, the number of sectors targeted in each period 

is rising over time. However, pairwise interactions between choice variables and 

exogenous parameters tend to be qualitatively ambiguous in a dynamic setting. For 

instance, strong increasing returns accompanied by weak sector linkages tend to 

favor a more unbalanced approach in order to minimize costs. The former effect 

favors the arguments of the balanced growth school, while the latter was part of the 

intuition of the unbalanced growth school. 
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Abstract 

This paper offers a theoretical model to lend further support to previous studies used to call for the 

need to remove protective tariffs. When the United States imposed a 15% tariff against imported steel 

and some other products in 2002 (which was later removed after 2 years), the measure was seen as a 

clear means of protecting jobs in the steel and allied industries, which have been faced with stiff 

competition from foreign producers. However, whether or not the move really proves to be 

ultimately helpful to the US economy is quite a different matter that needs to be addressed and 

verified. When countries implement tariff protection for their domestic firms, the most common 

reason given is to ensure that workers’ jobs are not jeopardized by “unfair” foreign competition. This 

excuse sounds reasonable, except that it is also economically flawed. While the short-run impact of 

such a measure might be appreciated, its long-term effect is less than favorable, and may, in fact, be 

damaging to not only the economy’s competitiveness but also the economic state of being of the 

workers whom the measure sought to protect. This paper offers an analysis of these impacts and their 

policy applications. 

Key words 

Competitive leverage; Optimum tariff; Protectionism; Infant industries; Cost-Benefit ratios. 

 

INTRODUCTION 

During the turn of the millennium, the United States imposed a 15 percent tariff 

against imported steel and some other products as a means of protecting jobs in the 

steel and allied industries, which had been faced with stiff competition from foreign 

producers. However, whether or not the move really proved to be ultimately helpful 

to the U.S. economy is quite a different matter that needs to be addressed and 

verified. Protectionism arises as countries adopt various trade restriction measures 

to protect their domestic markets on behalf of domestic producers, against foreign 

competitors. The tariff is a tax on imported goods deemed to raise their prices to par 

with those of domestic producers. Besides being a revenue source for the 
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government, a tariff effectively gives a competitive edge to domestic (import-

competing) producers of similar goods. 

This paper explores the ultimate impact of a tariff regarding whether or not it 

actually “protects” workers’ jobs and economic well-being. It examines whether or 

not the kind of competitive edge - the competitive leverage - that tariff protection gives 

to domestic producers is really effective. This is important in several respects. As a 

tariff effectively shields domestic firms against competition from international firms, 

it can allow them to operate with high-cost margins and yet remain in business. It 

also means that consumers pay higher than necessary prices for the product, while 

the economy suffers loss of the benefits of lost goods. The jobs in these firms are 

“protected” as a result of the measure. However, two questions, at least, arise as to 

how long these jobs could be “protected” through such an interventionist approach; 

and at what ultimate costs to the economy are these jobs protected. 

That protectionism introduces distortions in the pattern of international production 

is not a new assertion. Weidenbaum and Munger (1983) had estimated ratios of costs 

to benefits (CB ratios) of protective tariffs in various industries and found that it 

costs the nation $4 of deadweight loss for every $1 of saved job in the automobile 

industry (Thompson, 1993). These losses were found to be even greater in other 

industries such as footwear (CB = 9/1), television (CB = 6/1), steel (CB = 5/1), apparel 

(CB = 7/1), and compact radios (CB = 10/1). Consumers and the general public are 

generally not aware of the costs imposed by protective tariffs.  

In assessing the potential gains from an economic policy measure such as imposition 

of a trade tariff, greater attention need to be given to its overall and long-term impact 

effects rather than the short-term results. It is in this regard that this paper assesses 

how far a tariff succeeds. The next section gives a survey of tariff protection and a 

discussion of its effects on international trade and competitiveness. Section 3 

presents an expository model of competitive leverage and examines the place of 

trade tariffs in enhancing or inhibiting the ability of a domestic firm to sustain its 

dispositional stance to competitive leverage in the global international trade 

environment. Section 4 offers some policy analysis and concluding remarks of the 

study. 

WHY PROTECTIVE TARIFFS 

There is always a degree of vulnerability to which a country’s economy is subject as 

it opens its borders to international trade. This would indicate how far, and with 

what level of ease, its trading partners could effectively reach its markets. An index 

for measuring the degree of an economy’s vulnerability to foreign competitors is the 

country's import penetration index (IP). Import penetration may be defined as the ratio 

of the total volume of imports to the total volume of goods and services transacted 
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within the economy during a given time period (say, one year). Using the Gross 

Domestic Product (GDP) as a proxy for the total volume of transacted goods and 

services over one year, a country's import penetration index may be depicted as: 

               
       

IP
V

Y

M
       

where VM = total volume of imports, Y = GDP. 

This expression indicates that a country's import penetration would rise or fall with 

the relative size of imports in GDP. Thus, it is not the absolute volume of imports per 

se, that a country should be concerned with. Rather, it is the size of imports relative 

to the GDP that should be watched in deciding whether or not a country has a high 

or low import penetration and therefore does or does not need protection for its 

domestic firms. A high IP level would mean that the country's import-competing 

firms are relatively uncompetitive, so that in a free-trade regime the economy would 

suffer unemployment and subsequent balance of payments adversity. This appears 

to provide justification for adoption of protective tariffs. Nevertheless, this is only a 

short-run justification. Besides, the above equation suggests that the best way to 

maintain low IP in the long-run is to raise the GDP, Y. However, other arguments 

that are advanced to support tariff protection include: 

1. Optimum tariff -- this argues that a country suffering from an unfavourable 

balance of trade could improve its balance of trade by imposing a tariff in 

order to restrict the volume of imports. Such an outcome is supposed to 

allow sufficient time for the country to adjust its balance of trade situation. 

However, there is no means of determining any time limits for the duration 

of the “optimum tariff”, nor could a country be expected to voluntarily 

assign terminal time periods for the duration. Therefore, the optimum tariff 

argument is frequently used to justify perpetual imposition of trade tariffs 

by countries. 

2. The Infant industry argument for protectionism is advocated for measures to 

"protect" supposedly newly established (infant) industries which are not 

able to compete with well-established and mature foreign producers. It 

argues that these infant industries have not reached their maturity stages 

where they could reap scale economies and compete effectively. Again, how 

to determine the maturity period remains a problem in applying this 

position. 

3. Anti-dumping measure -- the most often used argument for tariff protection –- 

is advocated as a legitimate response to what is labelled as the unfair trade 

competition practices of foreign producers. These producers are said to 

"dump" their products -- temporarily sell below cost -- in order to drive out 

the competition in the markets of their trading partners. Presumably, the 
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foreign firm would plan to reap profits later after eventually driving out the 

import-competing rivals.  

These arguments seem tenable, except that they do not provide sufficient 

justification for the enormous tradeoff the economy absorbs by way of the 

deadweight loss in economic welfare. Evidence of this deadweight loss is be verified 

by applying International Financial Statistics data following the approach from a 1986 

case study of the effects of protectionist legislation in the United States, over 

intermittent periods between 1891 and 1977.1 Sixteen protected industries were 

studied from their various dates of implementation according to the Market Price 

Effects (MPE) and Cost-Benefit Ratios (CBR) of protective tariffs. The MPE measures 

the estimated increase in market price of the product over what the price would be 

without protection. The CBR is the estimate of what consumers must pay to save a 

job in that industry. We computed similar results by applying data on the same 

products, covering intermittent periods between 1980 and 2012. Table 1 provides a 

summary of the Hufbauer et al, (1986) findings, and Table 2 gives the results of the 

present study. 

TABLE 1. SUMMARY OF HUFBAUER ET AL, (1986) FINDINGS 

MPE and CBR Calculations on Protectionism, 1891-1977 

Industry Date MPE CBR($)    

Books  1891 +0.4 100,000    

Glassware 1922 +0.19 200,000 

Rubber Shoes 1930 +0.42 30,000 

Ceramics 1930 +0.14 47,500 

Ceramic Tiles 1930 +0.21 135,000 

Orange Juice 1930 +0.44 240,000 

Canned Tuna 1951 +0.13 76,000 

Textiles 1957 +0.30 42,000 

Steel 1969 +0.30 750,000 

Autos 1981 +0.11 105,000 

Maritime Goods 1789 +0.60 270,000 

Sugar  1934 +0.30 60,000 

Dairy 1953 +0.80 220,000 

Peanuts 1953 +0.28 1,000/acre 

Meat 1965 +0.14 160,000 

Fish 1977 +0.10 21,000      

Source: Adapted from Thompson (1993) 

The data in Table 1 reveals the magnitude of the inefficiency and resource 

misallocation imposed on the economy through protectionism. It indicates, for 
                         
1The study by Hufbauer, Berliner, and Elliot (1986) covered the effects of protective tariffs, trade quotas, and 

other nontariff barriers over a given time span. See Thompson (1993) for discussion of the broad methodology of 

the study. 
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example, that since 1997 from which date a tariff was imposed to protect the fish 

industry, the average retail price of fish has been 10 percent higher than necessary 

(MPE = +0.10), while it had cost fish consumers $21,000 (CBR = $21,000) to sustain 

each job in the industry. The most costly industries are dairy products (MPE=80%, 

CBR=$220,000), maritime goods (MPE=60%, CBR=$270,000), orange juice (MPE=44%, 

CBR =$240,000), steel (MPE=30%, CBR=750,000), and books (MPE= 40%, 

CBR=$100,000), among others. Table 2 reveals that this trend has only worsened over 

time until date. 

TABLE 2. RESULTS 

MPE and CBR Calculations on Protectionism, 1980-2012 

Industry Date MPE CBR($)    

Books  1980 +0.51 108,000    

Glassware 1982 +0.22 219,000 

Rubber Shoes 1985 +0.79 71,000 

Ceramics 1987 +0.28 62,900 

Ceramic Tiles 1988 +0.48 221,300 

Orange Juice 1990 +0.59 323,000 

Canned Tuna 1993 +0.32 101,000 

Textiles 1994 +0.69 68,000 

Steel 1998 +0.46 932,000 

Autos 2000 +0.23 118,000 

Maritime Goods 2003 +0.81 436,000 

Sugar  2005 +0.37 84,000 

Dairy 2008 +0.93 344,000 

Peanuts 2010 +0.36 1,720/acre 

Meat 2011 +0.39 202,000 

Fish 2012 +0.24 76,000 

Source: Computed from International Financial Statistics data, 1980-2012. 

Yet, protective tariffs remain, and new ones are imposed on imports of various 

products. The main reason for this is far from the desire for enhanced economic 

performance of the country. It does have everything to do with the rent seeking 

agendas of agents in the US industrial economy. This is because protection yields 

significant gains to the domestic industries covered. As the US Congress is the body 

that enacts all trade legislation, and as Congressional representatives are elected 

from relatively small districts often having one single large firm and employer, 

voters in any district would normally elect a representative that would advocate and 

vote for measures designed to “protect the industry and jobs” of their district. 

Therefore, firms located in such districts tend to spend resources to have elected 

those representatives who would support their causes. Thus, industries tend to hire 

lobbyists in Washington who pressure Congressional members continuously to 

implement protectionism. This is rent seeking activity; rent seeking is the factor 

behind the persistence of protective tariffs despite its proven massive net losses 

imposed on the country’s economy. It is important to provide thorough examination 
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of this problem to further highlight the urgency with which it needs to be addressed. 

To this end, the concept of competitive leverage is applied to explore the theoretical 

underpinnings of how protective tariffs disrupt economic efficiency and sustain 

deadweight losses upon the economy.  

THE COMPETITIVE LEVERAGE MODEL 

A protective tariff simply gives a domestic producer the competitive edge in terms of 

providing it with a cost-price shelter domain over which to compete with international 

rivals. The cost-price shelter provides the firm with a competitive leverage - the ability 

to absorb a negative price shock and yet remain in business (allowing it to capture 

greater market share). A firm’s competitive leverage is measured as the ratio of its 

shelter domain to the market price - indicating the degree of leverage a firm has to 

maneuver within its global competitive environment. Denoting firm i’s competitive 

leverage as ξi, we can write: 

              ξi = (p*-ci*)/p*, (1) 

where: 

       ξi=0, under breakeven conditions for the firm;   

       ξi<0, under conditions of a loss making firm; and 

       1>ξi>0, under the normal circumstances of a profit-making firm; 

       p* = market (equilibrium) price of output;  

       ci* = unit (average) cost of output. 

Denoting firm i’s marginal cost of output as mi, the firm’s competitive leverage can 

be expressed as a function of production cost and efficiency parameters as 

            ξi = 1 - (mi/p)(1- δiqi) (1a) 

where: mi = firm’s marginal cost, and δi = ci/qi = firm’s cost-efficiency parameter.2  

Then, the relationship between a firm’s competitive leverage and market price it can 

charge for its products is 

         pi/ξi  = pi2/mi(1- δiqi) < 0. (1b) 

This relationship will enable us explore further into how this leverage, or lack of it, 

could impact the operational disposition of a typical firm under the overriding 

profit-maximizing objective of such a firm. How would tariff protection affect the 

immediate (short-run) objective of the firm, as well as the overall long-term policy of 

sustaining operational productivity at the level that would ensure a non-negative 

                         
2Given total cost: Ci = ci.qi,the firm’s marginal cost is Ci/qi = ci*+ qici/qi; from which ci =  Ci/qi-qici/q. 
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steady-state growth rate of desired (or projected) profit level? To pursue these 

questions, we apply a simplified model of the usual production and supply under 

optimization constraints. 

     The scenario is that the output of each firm depends on the (market) output of all 

the other firms competing in the market - including foreign firms. Assuming n firms, 

with inverse market demand function: p = p(Q), where p is market price, and Q is 

market output defined as Q = Σ1nqi, where qi is firm i's market output, i = 1, 2,...n; and 

assuming all firms face similar cost conditions,3  c = c(qi), with the overriding 

objectives to maximizes their respective profits: 

 

           Max πi = qip(Q) - c(qi) (2) 

           (qi) 

 

The first-order requirements for operational maxima are:4 
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where 

                         
3Although all domestic firms face similar cost conditions, the foreign competitors may face different cost 

structures given the resource market conditions of their respective countries. However, with c=c(qi), the nature of 

the individual marginal cost of each firm: c’(qi), accounts for and captures any peculiar circumstances under 

which such a firm operates. 
4The firm’s operating target parameters include its output level, resource (including labor) employment levels, 

marketing (supply and sales), plant size, etc. The firm produces and markets its operational output target with 

the overall objective of achieving and sustaining these other target maxima. To what extent the existence of a 

protective tariff distorts these targets is a key question we seek to verify in the present inquiry. 
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The term qij defines firm i’s competitive stance. It measures the domestic firm’s 

disposition to respond to a foreign rival, such that: 

1) qij  firms have little or 

no incentive to react to foreign competition. 

2) qij > 0, implies competitive free-trade market situation in which domestic firms 

are apt to match any foreign competitors with appropriate responses. 

However, under tariff protection, we substitute qij = 0 into the above equation 

systems and obtain the reaction functions: 

 

  q1 = f(q2,q3,..qn) 

  q2 = f(q1,q3,..qn) (4) 

  q3 = f(q1,q2,..qn) 

  . 

  . 

  qn = f(q1,q2,q3..qn-1) 

Thus, the reaction function of a typical domestic producer is independent of its 

expected and supposedly dispositional stance to foreign competition. This is a clear 

uncompetitive stance and would be potentially quite costly to the country’s 

economy. 

To determine the firm’s competitive disposition toward tariff protection, we extend 

the standard model by assuming a linear market demand curve for the economy and 

that each firm sets out to maximize its own profit as indicated by equation (2):  

p=p(Q), dp/dQ<0, d2p/dQ2=0. Further, we assume technology of linear cost functions; 

that is: c=c(qi), c/qi>0, 2c/qi2=0.   

We cast the scenario in a standard oligopoly setting whereby an individual firm’s 

dispositional stance affects (determines) how it reacts to foreign rival entry or lack of 

entry in the face of protective tariff. It is under this setting that each domestic firm 

realizes the inherent interdependence between itself, domestic rivals, and foreign 

rivals in the market; in that the performance (profits) of any one firm depends on the 

actions of the others - firms are likely to negatively affect each other's profits by their 

own share participation in the competition. But then, in a protective tariff 

environment, this recognition is effectively negated, as a domestic firm’s dispositional 



Fidel Ezeala-Harrison 

Analysis of the Competitive Leverage of Protective Tariffs 

22                                                 JOURNAL OF APPLIED ECONOMICS AND BUSINESS, VOL. 3, ISSUE 1 - MARCH , 2015, PP. 14-26 

stance is nullified. The solution of this problem under the null stance environment 

allows us to verify how a typical domestic firm is able to sustain competitive leverage 

while operating inefficiently: 

           Max πi = Σ1nπi  

                       = Σ1n[qip(Q)-ci(qi)] 

                       = Qp(Q)-Σ1nci( qi) 

The first order condition for firm i would be: 

      q
dp

dQ
q q q q p
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and substituting the firm’s competitive leverage (equation (1a)), we have 
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 (5) 

and further, substituting Σ2nqij = 0 under protective tariff conditions, we have 

              q
m q

dp dQi

i i i
*

( / )


 
 (6) 

Equations (5) and (6) show a typical firm’s operational output as a function of the 

total output levels of its market rivals (both domestic and foreign), as well as the 

firm's belief about the reactions of those rivals to its own actions, and competitive 

leverage. It is this disposition that drives competitive innovation into Research and 

Development (R&D) initiatives, investment expansion, upgrading, reengineering, 

and efficiency enhancement programs in firms and industries. The results also 

indicate the effects of cost-efficiency and competitiveness (such as role of 

technology), demand conditions, and elasticity of demand parameter as important 

factors that determine the domestic firm’s competitive output. 

Differentiating equation (6) with respect to qj to obtain the firm’s disposition to react 

to international rivals: 
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Simplifying and substituting qij= qi/qj, we obtain 
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Under tariff protection, the typical firm has little or no incentive for pursuing cost 

efficiency, thus: 

 

                  mi/qj = δi/qj = 0, 

and substituting into (8) we have 

            qij = -qi(dP/dQ+miδi) (9) 

Given that dP/dQ < 0, equation (9) shows that the competitive stance of a firm would 

depend on the firm’s attitude about δi, namely, the magnitude of its cost-efficiency 

parameter. 

o Case 1: Under no tariff protection, the firm’s survival depends on its ability to 

maintain a high δi, with the result that qij > 0; indicating high efficiency of 

operation. 

o Case 2: Under tariff protection, however, the firm has no incentive to pursue a 

high δi, with the result that δi < - , so that qij<0. This indicates the firm’s 

inefficient operational disposition under tariff protection. 

POLICY ANALYSIS AND CONCLUSION 

The current understanding within international trade policy circles seem to be 

pointing in the direction of unfettered efforts to impose and maintain protective 

tariffs as a way of protecting jobs. Despite consistent opposition by economists 

backed by several industry-specific case studies, the forces in favor of tariffs seem to 

always prevail. In searching for ways to provide further support to the view that 

protective tariffs tend to hurt the economy more than it helps it, this study has 

offered a model that addresses the problem from the standpoint of how it impacts 

the economy’s competitive leverage. The model is applied to demonstrate how a 
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firm’s competitive stance is ordinarily compromised by the existence of tariff 

protection. 

Implied in the standard neoclassical case for free trade is that trade restriction 

inhibits the availability of goods to consumers and limits the potential for consumers 

to access greater diversity of products. Also implied is that uninhibited trade 

provides a country with these potentials as well as the potential for greater efficiency 

in production. Consumers are generally unaware of the extent to which protective 

tariffs raise prices of products and cut their real incomes. Nor are they generally 

aware of the extent to which tariffs impose operational inefficiencies in firms and 

businesses. These economic costs are spread across the entire economy; the 

deadweight losses impose significant welfare losses; the nation’s state of 

competitiveness is impaired.  

Even if there is sufficient public awareness of the costs imposed by tariff protection, 

there are bound to be strong sentiments in favor of their maintenance. Business, 

industry, and labor union power are apt to work against any policy moves for 

removal of protective tariffs in their various units. Thompson (1993) points to the 

difficulty of organizing and lobbying against protection granted to a local industry 

that employs friends and relatives, especially if those friends and relatives stand to 

lose their jobs and/or forced to retrain or relocate. Although it may sound unjust at 

first glance, this is essentially the sort of restructuring that are periodically required 

for industrial organizations in any free-enterprise economy that must maintain a 

degree of efficiency and competitiveness.    

Inefficient firms need not be propped up by artificial “tariff walls” that only promote 

their degrees of inefficiency. Any short-term job losses that occur as a result of 

dismantling protective tariffs would be regained and even exceeded through 

enhanced efficiency and competitiveness that result from the removal of deadweight 

losses. Workers are also consumers; and as such, lower consumer prices of products 

and greater variety of goods confer much larger benefits to them as much as they 

confer to the general consumer public, so that overall social welfare is raised. 

There is a need for a determined policy for phasing out protective tariffs completely. 

Tariff protection is inconsistent with the free-market regime of industrial policy. 

Protectionism not only introduces distortions in the pattern of resource allocation 

and distribution, it also penalizes consumers to the extent that the resulting 

deadweight losses outweigh any short-term employment gains that may have 

resulted. This conclusion has been supported empirically by studies such as Hufbaur 

et al, (1986) or Weidenbaum and Munger (1983). It is time that international trade 

policy makers should decide and choose whether to be guided by the desire for 

long-term positive economic gains or short-term politically expedient trade 

measures whose outcomes are less than favorable to the economy. 
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Note 

5. We make this assumption only to simplify the analysis; although assuming that firms operate a (usual) 

technology of rising marginal cost may not significantly alter our purported results beyond complicating the 

solution of the model. 
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CONCLUSION  

We use the revised audit fee model to conduct the research on IPO audit fee. The 

explanatory ability of the model is good, and the adjusted R2 is 0.54. We may see 

from the regression result, which is consistent with the traditional audit fee model. 

IPO audit fee is affected by the client scale and the auditor scale. When the auditors 

simultaneously provide capital verification and IPO audit service, the audit fee price 

is higher. The audit fee of IPO company listed the Shanghai stock market is higher 

than that of Shenzhen stock market. Our regression result has further proven the 

traditional audit fee model. In addition, we analyse the unique factor of IPO, and 

obtain some conclusions different from the annual report audit. the significant 

purchase, the sale, the replacement of asset in IPO period usually cause the audit fee 

increase; when the auditors simultaneously provides capital verification and IPO 

audit service, the audit fee price is higher. 
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