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Abstract
In the web-based system for assessment we use machine learning algorithms for modeling students’ knowledge. We applied clustering of students in similarity groups, attribute (or the most relevant exercises) selection and classification (of students in ability groups) on three different domains. The results of modeling are used for implementation of e-assessment system that adapts to the students needs and knowledge. Decision trees, provide adaptive assessment useful in oral examination and examination of students with special needs. At the same time they provide teachers feedback about the students’ learning behavior during the course. From the student’s point of view, models provide quick self-examination. Based on the decision tree structure, student can get advice on how to improve his success rate.

The same methodology could be used to model tourist’s holiday activities, based on his characteristics and preferences.
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Introduction
Adaptive modelling has been a popular topic in various areas like hypermedia systems, e-commerce systems, e-learning environments and information retrieval. In order to provide adaptivity, these systems need to keep track of different types of information about their users. In our case we trace students’ knowledge about selected topics [5].

In the paper we present a possible use of machine learning algorithms for modeling students’ knowledge captured in three different domains: The first domain consist of validated tests of elementary school mathematics [15], [19], second domain consists of tests from introductory course in programming and the third domain is related to common knowledge about European Union (EU). The paradigm of machine learning modeling of solved tests could be used at different levels of education. It can be integrated in web-based system for learning and assessment, based on principles of e-learning [20] and collaborative learning,[22].

After the presentation of the thematic unit by professor (in our case elementary mathematics “Expressions” or “Introduction into programming with programming language Pascal”), we carry out web testing of students with a wider set of exercises in the first phase. The results of wider testing are saved in a common data base. Testing is anonymous and it enables students multiple testing. In the next phase, we try to “discover” knowledge contained in the data base of solved students’ tests by means of machine learning. We expect that the data base of students’ tests hides the rules of problem solving skills of students and their learning behavior patterns. In the case of EU questionnaire we are modeling common knowledge about EU in the academic environment in Slovenia.

We use the open source software packet WEKA[11]. The following machine learning algorithms are applied:

- Clustering: we cluster students with “similar”
knowledge about the topics into ability groups. Results of clustering could be compared to the ability groups, formed by the professor, according to the curriculum for elementary schools in Slovenia.

- Algorithms for attribute selection are used to select effective subset of exercises, which distinguish among differently successful students. By selecting the most quality attributes we expect to select the most quality exercises.

- Classification algorithms are used for effective and unbiased student testing with previously selected exercise set. We compare classification accuracies of different algorithms on the level of input-output mapping.

- Decision trees present the structure of knowledge absorption by students who solved the tests and enable generating tests which adapt to the students knowledge.

The main contribution of the paper is the possibility of building adaptive tests based on the decision tree structure. They could be used as supportive tool by professors for performing oral examination and examination of students with special needs. Adaptive assessment could be used in the both scenarios of traditional assessment: summative (e.g. oral) and formative [25], [26]. Their essential property in the formative context is personalization and quick examination. The both properties are desired for students with short concentration. Adaptive tests also provide feedback information for student how to improve his/her learning success.

From the pedagogical point of view, models proposed in the paper could be used in domains of solved tests from different subjects in primary (elementary), secondary or high schools, especially in the schools with setting and streaming, in accordance with expectation of different knowledge absorption of each ability group. If the e-assessment is performed by many generations and web tests are solved by significant number of students discordance between the models and teacher expectations could reflect generation shift or teachers misunderstanding of importance of particular topics for understanding of the entire unit. If the modeled domain is big enough (contains many records of significantly solved tests), we expect the models to reflect the structure of the knowledge, basic topics involved in the thematic unit, which distinguish among the ability groups. This could be important information to experts, who compose the curriculum. Gathering and extracting information about the behavior of students during the knowledge absorption is otherwise time-consuming work.

However instead of student knowledge or in addition to it we can gather different information about user, as: interests, goals and tasks, background, individual traits and context of adaptation [4]. In order to provide adaptivity on the level of personalization, personalization strategies that are composed of personalization parameters are needed [8]. Personalization parameters represent the users’ prior knowledge (or basic interest), other interests, motivation, cognitive abilities, learning styles and so on.

**E-learning paradigm**

Web-based systems are usually used in distance education, in blended learning or in traditional classroom as a supplement. The system proposed in the paper (fig. 1) could be classified as web-based systems for e-learning or e-assessment. E-learning refers to the use of electronic media and information and communication technologies (ICT) in education. E-learning is including all forms of educational technology in learning and teaching [27]. Computer-aided assessment or e-assessment, ranging from automated multiple-choice tests to more sophisticated systems is becoming a frequently used administrative tool of e-learning systems. Our research is focused on properties of e-assessment used mainly as both context as formative and summative assessment. At the same time our system could be used as a part of learning management system (LMS) [20], [21]. The term LMS is here used to describe a wide range of applications that track student training [9].

**Machine learning algorithms in e-assessment, state of the art**

Many systems for e-learning [1]-[4], [13], [21]-[23] emphasize the importance of personalization of learning environment. Personalization is usually
related to the adaptation of learning materials to the needs and behavior of each student. Materials could be selected from the fixed set of saved documents or extended by web (learning objects). This system enables distribution of selected learning objects among students with similarities. Collaboration support is also needed in e-learning systems [9]. Creation of learning-centric environment is based on the specific characteristics of students and enables communication among students with similar learning behavior [1], [2], [22]. The Internet enables students to be brought together where they can cooperate in learning in groups without space and time limitations. It is, however, quite a challenge to form ideal groups in a short time and ensure satisfactory interaction for students in cyberspace. One of the research challenges in the educational data mining is to help teachers to improve group-learning in e-learning by first establishing effective groups with rules based on data mining, and then facilitating student interaction using a system that monitors members’ communication status [22].

The assessment of students is the e-learning issue most commonly tackled by means of data mining methods, which mainly means application of machine learning algorithms. Some of the main e-learning subjects to which data mining techniques have been applied are dealing with the assessment of student’s learning performance, provide course adaptation and learning recommendations based on the students’ learning behavior, improvement of student’s problem solving skills, dealing with the evaluation of learning material and educational web-based courses, providing feedback to both teachers and students of e-learning courses, and detection of atypical student’s learning behavior [1], [7], [9], [10], [12], [13], [17], [20]-[26]. Some modern adaptive learning systems adapte the learning environment on the basis of learning style characteristics of the students [2], [18].

From the e-learning point of view data mining applications in e-learning could be divided into the following categories [7]:

1. Applications dealing with the assessment of students’ learning performance.
2. Applications that provide course adaptation and learning recommendations based on the students’ learning behavior.
3. Approaches dealing with the evaluation of learning material and educational Web-based courses.
4. Applications that involve feedback to both teachers and students of e-learning courses, based on the students’ learning behavior.
5. Developments for the detection of atypical students’ learning behavior.

We range our approach into categories 1 and 4.

Our approach: integrating machine learning models into the learning environment

Our system enables not only personalization of learning materials but also personalization student’s assessment or testing which adapts to her/his current knowledge [15], [16]. By application of machine learning algorithms we are trying intrinsically to model the mechanisms of knowledge absorption through the process of adoption of particular thematic unit in the defined learning environment.

Learning environment is not only classroom and it is strongly influenced by social, demographical, economical properties of the student’s surrounding. In other words, purposes of the modeling are: investigation of behavior patterns of students in the process of knowledge absorption, selection of the subsets of exercises, which effectively rate the students, and giving feedback information to professors about their achieving of particular learning objectives. After all, by investigation of the classification structure we can gain information about the “difficulty” of the particular topics and by this indirectly estimate how successful they have been presented (if they had been presented in classroom), how important they have been for understanding of complete unit, how useful the learning materials have been for understanding the topic etc. It is difficult to distinguish between the factors that influence knowledge absorption.

---

1 Educational Data Mining (EDM) describes a research field concerned with the application of data mining, machine learning and statistics to information generated from educational settings (e.g., universities and intelligent tutoring systems) [27].

2 In our research we rather use the term “machine learning” then “data mining” because the modeling is realized on relatively small datasets.
In the given paradigm of e-learning (FIG 1) we have “Presentation of the thematic unit (professor)”, except in the case of EU union questionnaire, where the knowledge is mainly adopted from electronic information sources, traveling, as common and specific knowledge, and by individual’s interest on this topic.

Domains

We use machine learning methods on three different methods: domain of elementary school mathematics “Expressions”, domain on “Introduction into programming” in higher education and knowledge about European Union domain [6], [15], [16], [30], [31]. Questions of type: “choose correct answer” or “fulfill the answer” are solved for each domain.

The values of the attributes are numerical (except the attribute class which is descriptive) and they present achieved points of an individual student for each individual question. The maximum number of points for the test was 100. Attribute Success is the rating of student into three classes as regards the points achieved on the test.

**Domain of elementary school mathematics**

The system for generation of adapted tests for the students was tested on domain of validated mathematical web tests for the thematic unit Expressions, which is a part of curricula of the 9th grade of elementary school inside the wider theme Arithmetic and Algebra. The testing was performed in two elementary schools in Slovenia. The tests were composed according to didactic standards and curriculum. Solved tests were anonymously stored into MySQL database.

**Domain on introduction into programming**

The wider test was made of 13 exercises and it was tested on domain of validated knowledge in the first programming language (Pascal). The testing was carried out at the Faculty of Education, University of Ljubljana, in the programming course for computer science students.

Our goal was to find out, how is the knowledge about different concepts in the first programming language connected and to build a representative adaptive testing. Solved tests were anonymously stored into MySQL data-base.

**European Union knowledge domain**

The domain of EU consists of web-inquire results. Questionnaires were sent to students and teaching staff on a program study of computer science at the Faculty of Education. Fulfilled questionnaires were anonymously stored in MySQL database.

In the database we have collected 120 solved web tests. The questionnaire/test contained 20 exercises each of them marked with 5 points.
Machine Learning Experiments

Clustering

We perform clustering to take insight how students are clustered into classes (clusters). We make clustering in two ways: with or without a priori given number of clusters. In the first experiment, we leave to the learning algorithm to choose relatively small group of classes (clusters), which contain similar instances [12], [14]. We compare the results of clustering with the results of classical marking and find that clusters’ structure doesn’t coincide with results of tests’ evaluation.

For clustering students into successfulness groups we used two algorithms: k-nearest neighbors [12] and algorithm called expectation maximization (EM) that is based on probability density estimation [29].

We will explain the results of clustering on the domain of EU. We compare the results of clustering into 3 classes with the test results obtained with marking. K-nearest neighbors classifies many Sufficient students into the class Not Sufficient. Surprisingly, for some students algorithm suggested new class and there is no cluster Excellent.

EM algorithm is generalization of k-nearest neighbors and it is based on the estimation of the probability density of the clusters. EM classified students into 6 classes by breaking the class of Sufficiently marked students into smaller clusters. In the experiment with given number of clusters (3), EM algorithm didn’t create cluster for Excellent students.

Selection of quality exercises

We use algorithms for attribute selection for selecting a small set of exercises, which influence the students’ success. For estimation of the exercises’ quality in [15] we used two algorithms: ReliefF [19] and algorithm used for calculating attribute weights in the Support Vector Machine (SVM) method [8]. By quality estimation we indirectly check the proposition if the questions which are not answered correctly by the majority (difficult questions) are important for rating.

We find that ReliefF as quality exercises selects exercises correctly solved by majority, but SVM select more difficult exercises or exercises, correctly solved by excellent students.

Classification as marking

On the level of input-output mapping we could test the classification accuracy of different classification algorithms. First we only try only the accuracy of the model and we do not analyze the structure of the model or include the expert knowledge (professors’ experiences) into the model. We compare the accuracy of the following classification methods: decision trees, feed-forward neural networks multilayer perceptron (MP) and support vector machine (SVM).

Decision trees, because of the transparency of their structure, offer explanation of the classification (or rating) and at the same time they are good foundation for generation of personalized tests/tests which adjust to the students’ level of knowledge. If we model the domain of solved tests after the presentation of particular thematic unit [15], [16], decision trees are good feedback information for teacher of how successfully they have presented the unit to their pupils. Unfortunately their classification accuracy is much worse then accuracy of SVM [8]. Therefore for performing of quick testing we propose exercise selection (with ReliefF) and classification with high accuracy algorithm, e.g. with SVM.

Conclusions

We modeled the students’ knowledge captured in the tests on knowledge about the European Union, on primary school mathematics and on introductory course of programming for computer science students. We used algorithms for clustering, attribute selection and classification.

<table>
<thead>
<tr>
<th>Domain/Method</th>
<th>Decision tree</th>
<th>e-SVM</th>
<th>MP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expressions (math.)</td>
<td>76/100</td>
<td>83/100</td>
<td>76/100</td>
</tr>
<tr>
<td>Programming</td>
<td>95/98</td>
<td>96/100</td>
<td>93/100</td>
</tr>
<tr>
<td>EU knowledge</td>
<td>88/96</td>
<td>93/100</td>
<td>90/95</td>
</tr>
</tbody>
</table>

We compared the results of clustering with the results of rating according to the sum of points achieved with traditional assessment. Clusters created with purposed algorithms could not be compared to rates of successfulness. We discussed the behavior of students,
who are “rated” by the algorithm EM into cluster with better rate. So they are rated differently then they should be by the criteria of achieved points. For these students we expose the need of personalized learning and training. For students rated by the sum of points worse then they would be classified by EM algorithm, we suppose, have bad motivation, nonattendance in teaching and/or superficiality. We tried to improve the deficiencies mentioned with the consolidation of important topics, which are problematical for particular student. At the same time we see opportunity to use the clustering paradigm for forming students’ clusters with similar learning behavior (e.g. in schools with setting and streaming). These students could help each other to understand some concepts by collaboration, exchange literature, useful URL-s, advices…

By means of algorithms for attribute selection we can help professors to realize representative oral assessment or tests for quick and effective assessing for pupils with special needs. The SVM method achieved the best classification accuracy. Decision trees are interesting models not only because they are predictors but because of the transparency of their structure. As models, they are interesting for teachers as feedback information about the knowledge absorption in classroom or about the learning behavior of their students. At the same time, with absorption of knowledge also the nature of the knowledge is captured. Certain questions (parts of material) are more difficult then the others and need more attention and efforts to be understood. The social structure of students also influences the knowledge absorption (tree structure).

For students, they are interesting as paradigm for personalized test generation (Figure 2, Table 2). The system is asking the student in successive order, one exercise after another. In the background, the algorithm is following the structure of decision tree. The question/exercise in the root of the tree is given to all students. After they answer particular question, the algorithm chooses the next one regarding to the correctness of the current answer. The testing is finished after the leaf of the tree is reached. It means that the student’s knowledge is rated.

![Decision Tree on the Domain of EU](image)

**FIG 2 Decision Tree on the Domain of EU.**

<table>
<thead>
<tr>
<th>mark of the leaf</th>
<th>number in the brackets</th>
<th>joint number of classified instances/incorrectly classified instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>excellent</td>
<td>number of classified instances in separate leaf of the tree</td>
<td>9/1</td>
</tr>
<tr>
<td>sufficient</td>
<td></td>
<td>103/4</td>
</tr>
<tr>
<td>not sufficient</td>
<td></td>
<td>4</td>
</tr>
</tbody>
</table>

**TABLE 2: LEGEND OF DENOTATION.**
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